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Abstract 
 

The number of scientific publications is constantly 

increasing, and the results published on Empirical 

Software Engineering are growing even faster.  Some 

software engineering publishers have begun to 

collaborate with research groups to make available 

repositories of software engineering empirical data. 

However, these initiatives are limited due to data 

ownership and privacy issues. As a result, many 

researchers in the area have adopted systematic 

reviews as a mean to extract empirical evidence from 

published material. Systematic reviews are labor 

intensive and costly. In this paper, we argue that the 

use of Information Extraction Tools can support 

systematic reviews and significantly speed up the 

creation of repositories of SE empirical evidence. 

 

1. Introduction 
 

The number of scientific publications is 

continuously increasing, and the number of journals 

reporting on results from Empirical Software 

Engineering is also growing. In this scenario, it is 

important to have approaches to execute secondary 

studies, i.e., studies that draw conclusions over the 

evidence collected from previous studies. 

 Systematic Review [3] is quickly becoming the 

approach of choice to integrate evidence from Software 

Engineering literature. The systematic review process 

requires that a user identify a comprehensive collection 

of articles, extract information from those articles, 

verify the accuracy of those extracted facts, and 

analyze the extracted facts using either qualitative or 

quantitative techniques. Although a systematic review 

accurately captures evidence, the process is costly, 

taking several months from conception to publication 

[2] and many hours of effort [7].  

Therefore, it is unquestionnable that the area would 

profit from tools and methods that could help to locate, 

organize, and summarize information for systematic 

reviews, as well as to synthesize it into usable 

knowledge [4]. The question one should ask is: Can 

such tools be built? This paper investigates the use of 

Text Mining to accomplish some of these tasks. In 

particular, it focuses on the use of Information 

Extraction Techniques to locate and organize 

information in documents for systematic reviews. 

Text Mining (TM) is about looking for patterns in 

natural language text [14]. It recognizes that complete 

understanding of natural language text is not attainable 

and focuses on extracting small pieces of information 

from text with high reliability.  

Information Extraction is a technique used to detect 

relevant information in larger documents and present it 

in a structured format. It is used to analyze the text and 

locate specific pieces of information in it [10].  

Information Extraction (IE) is one of the most 

prominent techniques currently used in TM. It is a 

starting point to analyze unstructured text. In particular, 

by combining Natural Language Processing (NLP) 

tools, lexical resources, and semantic constraints, it can 

provide effective modules for mining documents of 

various domains [10]. Peshkin and Pfeffer [11] define 

IE as the task of filling template information from 

previously unseen text which belongs to a pre-defined 

domain. Its goal is to extract from documents salient 

facts about pre-specified types of events, entities, or 

relationships. These facts are then entered 

automatically into a database, which may then be used 

for further processing. 

Although this approach has been used for systematic 

reviews in other fields [4], empirical software 



engineering researchers extract information manually 

[8][15]. There are no specific tools for the area. It is 

our position that information extraction techniques can 

significantly help the area if customized tool are made 

available for SE researchers.  

This paper discusses this issue as follows. Section 2 

introduces the basics of Information Extraction. 

Section 3 discusses the application of a general purpose 

IE tool to SE literature. Section 4 lists our conclusions 

and plans for future research.  

 

2. Background: Information Extraction. 
 

Research and development concerning Information 

Extraction have picked up in the late 80s. Research has 

been focused through the Message Understanding 

Conferences (MUC) [16], which has focused on the 

definition and evaluation of IE systems. 

Information Extraction techniques can be applied to 

structured, semi-structured, and unstructured texts. For 

the latter one, Natural Language Processing is 

necessary and has to be combined with traditional 

Information Extraction systems.  

An IE system: 1) identifies and 2) extracts specific 

information located in non-structured textual data, and 

3) generates the output as has been requested. IE 

systems are domain specific because they extract 

particular entities or events from a particular domain 

skipping over the irrelevant ones. The kind of 

information to extract consists in a pre-specified set of 

entities and their attributes, as well as relationships and 

events relating those entities.  

Information Extraction (IE) concerns locating 

specific pieces of data in natural-language documents, 

thereby extracting structured information from 

unstructured text. Some authors provide a survey on 

general purpose information extraction systems, as well 

as a summary of evolution of the field [9] [10]. 

The biomedical area is one in which the use of text 

mining to explore scientific literature is becoming 

increasingly important. In recent years, several 

different systems have been developed. Some aim at 

detecting interactions among proteins, genes or both. 

Others specifically detect protein and gene names. 

Others, more specialized, extract information relating 

to gene expression profiling, drugs and genes relevant 

to cancer, signal-transduction pathways and associated 

drugs and diseases and c-DNA clones [17]. 

We identify three main types of IE techniques that 

can help with our goal of automatically locating and 

organizaing information for systematic reviews. 

The first type, named entity recognition, involves 

identifying references for particular kinds of objects 

such as names of people, companies, and locations [6]. 

The second type of technique aims at extracting 

relations between entities of interest. In biomedical 

texts, this approach was used to identify that certain 

proteins interacts with other proteins or that a given 

protein was located in a particular part of the cell [12]. 

The third type of technique aims at extracting fillers 

for a predetermined set of slots in a particular template 

relevant to a certain domain [17]. Califf and Mooney, 

consider the task of extracting a database from postings 

to the USENET newsgroup, austin.jobs [13] Figure 1 

from [13] shows a sample message from the newsgroup 

and the filled computer-science job template where 

several slots may have multiple fillers. For example, 

slots such as languages, platforms, applications, and 

areas usually have more than one filler, while slots 

related to the job’s title or location usually have only 

one filler.  
 

 
Figure 1 - Sample Job Posting and Filled Template [13] 
 

3. Applying a IE tool to SE Literature 
 

As a feasibility study of the use of automated 

information extraction tools in Software Engineering 

we ran an entity recognition tool on 9 papers used on a 

previous Systematic Review [15]. The chosen tool was 



Site Content Analyzer
1
.  It can examine textual or 

HTML documents to provide a detailed report about its 

word density, frequency, their weight and relevance. 

Also, the program offers customizable sorting filters to 

cut off irrelevant words or phrases. 

We run the tool over the 9 pre-studied papers 

without any customization for SE vocabulary. We 

configured the tool to report up to 20 keywords for 

each paper. We then rated the words as either “useful” 

or “not useful” as a keyword. Examples of “not useful” 

words that were found are: data, usage, subject, IEEE, 

etc. Even without a customization to avoid capturing 

such words, the tool found around 65% of useful key 

words in papers Pi (P1: 50; P2: 30; P3: 50; P4: 90; 

P5:80; P6:80; P7: 50; P8: 70; P9: 90). Combined with 

clustering algorithms this result can used to 

automatically group documents in a systematic review 

[5]. 

We also found that correlated articles issued similar 

word frequency rankings, indicating that the tool can be 

used to compare documents. We also observed that 

there is a strong relationship between word frequency 

and document title, pointing to the usefulness of this 

metric to select articles for systematic reviews. In some 

situation, this metric produced even more specific 

descriptions than the paper title itself. 
 

4. Conclusions and Future Research. 
 

Text mining has been successfully used in fields 

such as biology and medicine [1][9]. Our initial 

investigation shows that it is also promising for 

software engineering. We are currently working on 

adapting IE techniques to the empirical SE area. In 

particular, we are working under the framework of a 

previously developed methodology to extract SE 

knowledge from papers [8][5].  

Although adapting an IE tecnique to new topics is 

an expensive process, requiring both IE and domain 

knowledge, our position is that this effort is very 

worthwhile both from the perspective of information 

extraction speed up and repeatability. 
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