® [n many applications users

| mnust browse large images. Most
designers merely use two one-
dimensional scroll bars or ad hoc
designs for two-dimensional

3‘; scroll bars. However, the

complexity of two-dimensional

browsing suggests that more
careful analysis, design, and
evaluation might lead to

significant 1mprovenents.
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he one-dimensional
scroll bar is a well-established fixture in |
contemporary graphical user interfaces.
For example, in word processors one-
dimensional scroll bars help users navi-
gate long documents. Without a scroll
bar users must remember their position
and use some command to jump within
the document (for example, “173,193p”
to display lines 173 through 193).
Scroll bars let users move through the
document incrementally and by jumps,
and they indicate the current position
of the screen. This visual feedback
probably reduces memory and cogni- |
tive load.

Although all one~dimensional scroll
bars have a common core functionality,
their individual features and operation
differ substantiallv. But because users
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quickly accommodate these differences,
research on scroll bars is limited.'
Building on user familiarity with
one-dimensional scroll bars, many
designers simply use two one-dimen-
sional scroll bars when the application
requires independent control over the
horizontal and vertical directions, as in
panning a map. This is eftective if users
frequently move in a single direction

. by small increments of less than one
i screen.

But in many cases this solution is
inadequate:

¢ In painting and drawing pro-
grams, the image is often much larger
than a screen, redisplay times are long,
overviews are needed,’ zooming is
desirable, diagonal panning is required,
or multiple detailed views are needed.




Figure 1. lllustration of some terms used to describe browsers. First, a global
view (A) gives a view of the entire universe that can be explored. One purpose of
the global view is to give a sense of what information will be in the image — and
what is not. For example, a world arlas global view wight show a map of the
earth, telling the user that this “world” doesn’t include the moon or the galaxy.
An intermediate view (B) of the world map would include maps of Europe and
France. The detailed view (C), also called the local view, shows a part of an
overview (D), usually magnified. The level of detail required depends on the task
to be performed. The zooming factor describes the level of magnification berween
two views. The field-of-view (E) indicates on the overview the locarion and shape
of the coordinated detailed view. Taken together, an overview and detailed view
are called a coordinated pair (F). In a coordinated pair, both the overview and
detail are shown, letting users keep a sense of context while they view detail.

Several coordinated pairs can provide a hievarchy of views, in which the detailed
view of one pair becomes the overview of another pair (G). The global view is |

often used as an overview in a coordinated pair. But if the maximum zooming

[factor is too lavge, an intermediate view is called for.

(See Figure 1 for short definitions of
some key terms we use in this article.)

¢ In geographic information sys-
tems, users browsing a world map may
want to see detailed views of a country,
county, or city. The world map pro-
vides a helpful — possibly necessary —
overview, and the system must then
support a zooming factor of T to 10, 1
to 10,000, or even 1 to 10,000,000. In
addition, users may want to follow the
route of a river, border, or highway
(diagonal panning), compare two har-
bors (multiple detailed views), or simul-

taneously view highways and popula- :

ton-density maps (related views).

¢ In medicine, a doctor may need
to see a full spinal X-ray and close-ups
of vertebra pairs (an overview and mul-
tiple detailed views) or to examine a
tissue boundary (pan a detailed view).

¢ In large applications such as
power distribution, telephone net-
works, system administration, trans-
portation systems, and chemical
plants, managers typically use an
overview diagram to monitor the sys-
tem and detailed views to focus on
anomalies. Some problems can be
solved with local information only, but
other problems require multiple

detailed views or an understanding of
the big picture.

All these situations call for browsing
in two or more dimensions, and their
requirements suggest that more careful
analysis,* design, and evaluation might
lead to significant improvements.
Indeed, our exploration of existing 2D
browsers has led us to identify many
features and a wide variety of tasks per-
formed with the browsers. Here we
introduce an informal specification
technique to describe 2D browsers and
a task taxonomy, suggest design fea-
tures and guidelines, and assess existing
strategies. We focus here on the tools
to explore a sclected image and so do
not cover techniques to browse a series
of images (via, for example, a radiology
workstation that shows dozens of
images) or to browse large-image data-
bases (via thumbnails or graphical
searches, for example).

BROWSER SPECIFICATION

When we began to explore brows-
ers, we found it difficult to even discuss
our findings because there was no ade-
quate method to describe browser fea-

tures. This led us to expand a sketch-
ing technique, DMsketch (direct-
manipulation sketch),’ being developed
in our laboratory. We had created
DMsketch to help designers exchange
and record ideas more quickly and
clearly than a formal specification lan-
guage.

Originally, DMsketch included
icons to represent single clicking, dou-
ble clicking, dragging, and so on. But
this detail is too low-level for our pur-
poses, so we extended DMsketch to
show the major differentiating charac-
teristics of browsers. With DMsketch,
designers can informally specify

¢ a browser’s most significant
graphical elements,

¢ the interrelation among those
elements, and

¢ the most important possible user
actions.

DMsketch is based on a technique
from both Scott Hudson and Shamin
Mohamed’s graphical specification of
layout constraints in the Opus system.’
Hudson and Mohamed introduced the
idea of graphically representing a con-
straint on the layout of a user interface.
They used an arrow to represent the
presence of a constraint, which is a
hidden equation. The lavout designer
views the equation by pointing at the
constraint arrow.

However, we believe that equations
do not convey meaning as clearly and
quickly as a few specialized graphics.
Moreover, equations cannot specify
that an area in one window will be
viewed in greater detail in another. In
specifying browsers, we are not so
much concerned with the details of
interface operation at the keystroke
level as we are with the relationships
among windows.

Primitives. Figure 2 shows a few
primitives used in our notation. As we
describe browsers in this article, we
will add new primitives and define
composite objects as necessary.

¢ Movement constraint. 'The move-
ment-constraint operator in Figure 2a
specifies that the object at its tail is
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movable. If the arrow is horizontal, it
is movable in the horizontal direction.
If vertical, it is vertically moveable. An
object without a movement-constraint
operator attached is not moveable.
The movement of the object at the tail
is limited to be within the context of
the object at the head of the arrow.

o Proportional size constraint. The
proportional size-constraint-operator
in Figure 2b joins two objects by its
circle end points. The proportional
size constraint forces the two joined
objects to maintain the same relative
size. For example, a line whose maxi-

mum length is four might be joined to

a line whose maximum length is two. If
the longer line is shortened to two, the
smaller line is automatically shortened
to one. This constraint operates both
ways, so changing the shorter line
changes the longer as well.

This operator is not confined to
lines; 2D objects and movement-con-
straint operators may also be joined.
We characterize the existence of such
bidirectional links between user-inter-
face elements by the concept of right
coupling.

¢ Field of view. The field of view
encloses an area of an image and is dis-
played on the window that contains the
image. They define a clipping rectan-
gle for the image in its underlying rep-
resentation. This means that images
enclosed by a field of view do not auto-
matically become coarser as they are
magnified. This happens only when
the maximuin resolution of the under-
lying representation is reached.

The contents of the field of view
are projected into a new window,
which is identified by an arrow that
points from the source field of view
to the destination window.

Figure 2c¢ shows the generic field
of view; Figure 2d shows a generic
field of view constructed by defining
two points that represent its corners.
This rectangle is typically defined by a
“mouse down, drag, mouse up” oper-
ation. The field of view in Figure 2e
is similar to one in Figure 2d, except
that the point defines the center of
the field of view instead of one cor-
ner. The field-of-view operator in
Figure 2f represents a window that is
always the same size and is defined
by one point. The field of view in
Figure 2g represents a view with sev-
eral magnifications available, and
Figure 2h shows a field of view with
a shape that matches the destination
window.

¢ Fitted projection. The symbol in
Figure 2i shows that the image with-
in the field of view is projected to a
window that the arrow points to.

Composite objects. To simplify the
specification, we defined composite
objects, gave them their own symbol,
and used them in subsequent specifica-
tions. For example, the object in
Figure 3a specifies a standard coordi-
nation between an overview and
detailed view of fixed sizes, as illustrat-
ed in Figure 3b.

In defining this composite object,
we add the convention that unless oth-
erwise specified all objects presented
will be of fixed size. In Figure 3b, the
left window is the source view of some
image. As indicated by the movement-
constraint operators, this field of view
can move both horizontally and verti-
cally. The image it encloses is project-
ed on a second window, which has
scroll bars. The horizontal and vertical
scroll bars are linked to the field of
view by the movement constraints.
Thus, moving the field of view will not
only change the image in the second
window, it will change the scroll bar
positions as well. And moving a scroll
bar will change the position of the field
of view and modify the projection dis-

Figure 2. DMSketch primitives. (A) Movement-constraint operator; (B) pro-
portional-size constraint operator; (C through H) six variations on the field-of-

view operator; (I) fitted projection.

Figure 3. (4) Composite object for our recommended standavd coordination
berween two fixed-size windows; (B) browser specification.

Figure 4. Zoom command specifica-
tion.
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Figure S. Single-view browser.

played in the second window.

This is our recommended standard
coordination for fixed-window brows-
ers and its symbol (the “S” in Figure 3a
means “standard”). It is used frequently
in specifying browsers. (Note that if the
windows were resizeable, the shape of
the field of view would have to be cou-
pled to the shape of the detailed view.)

Commands. Currently, DMsketch
provides only a rudimentary way of
describing commands. As Figure 4
illustrates, the “before” and “after”
state of the interface are shown with
the command name associated with a
directional arrow.

MULTITUDE OF BROWSERS

Our review of existing systems re-
veals great diversity in the design of 2D
browsers. Here we review some classic
techniques and their variations.

Detail-only browser. This method,
which is used in X Windows, Micro-
soft Windows, and the Macintosh user
interface, is the most common. The
user is presented with a single window
that can be panned both horizontally
and vertically over the detailed view of
the image. Figure $a shows this in our
notation; Figure 5b shows a common
example.

This technique is easy to implement
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but it is satisfactory only when the
zooming factor is relatively small or if it
is unnecessary to see the global view.
For example, if the zooming factor is
two, you can sce a quarter of the image
at once, so there is not much navigation
required to scc everything. However,
if the zooming factor is much larger,
navigation is difficult. Imagine looking
at a map that details all of Europe at
street level. With this technique, it
could take you some time to realize that
the view you are secing is Brussels,
when what you really wanted was to
find your way around Paris.

Single window with zoom and replace.
This technique, common to many
CAD/CAM and geographic informa-

tion systems, presents a global view of !

the entire image. The user marks a rec-
tangular area which is magnified and
replaces the original image. Again, this
technique is casy to implement. Also,
because it handles navigation separately,
it uses the screen space efficiently
because users work on the detailed view
with all the screen space. However, the
context switch can be disorienting.
Figure 6 illustrates three variations of
this technique. Figure 6a shows the sim-
plest; its major drawback is that users
must return to the global view every
time they want to adjust the zoomed
view. The variation in Figure 6b solves
this problem by letting the user scroll
the detailed view, and the variation in
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* Figure 6¢ adds additional levels of mag-
nificaton.

Of course the first two methods can
be combined (global view, zoom,
replace, scroll, as in Aldus PageMaker;
or scroll, with option to zoom out to
global view or in to more detail, as in
MacPaint).

Single coordinated pair (overview-detail).
Many 2D browsers are variations on
our standard coordinated pair. These
browsers combine displays of the
overview and a local magnified view.
The most common screen layout,
shown in Figure 7a, reserves a small
part of the screen for the global view,
but others use windows of equal size,
shown in Figure 7b, or reserve the
large part of the screen for the global
view, as shown in Figure 7c.

i Tiled multilevel browser. These brows-
ers combine global, intermediate, and
detailed views, as the specification in
Figure 8a shows. The global view is
related to the intermediate view using
our standard coordination, as is the
intermediate to the detailed view.
Figure 8b shows a sample application.
In this technique, moving the global
view or scrolling the interinediate view
updates both views. Similarly, scrolling
the intermediate view or the detailed
view updates both.

Free zoom and multiple overlap. This is
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a common design for applications run-
ning on fast platforms with large
screens. Figure 9 shows the specifica-
tion. Users are free (but required) to
specify, move, reshape and delete every
window as they wish. Any side-by-side
comparison is possible.

The overview of the entire image is
always presented first. The user must
mark an area in the current view (top
frame) and the boundaries for a new
window (bottom frame). The system S . e ;
then creates the window and projects Figure 6. Three variations of zoom-and-replace. (A) Zoom only; (B) zoomt then
the marked area into the new window, scroll; (C) zoom with additional levels of magnification. i ‘
which overlaps the source window. i
Both windows arc linked to the undis-
played global view (not shown). Be-
cause there is no coordination between
the views, the user has two independent
browsers at different magnifications.

This design is flexible, but users
must spend a significant amount of time
managing the display because win-
dows constantly obscure one another.

Bifocal view browser. A variant of the
classic overview-detail browser is the
bifocal browser,” specified in Figure
10. This browser uses a magnifying
glass metaphor: It places a zoomed | Figure 7. Single coordinated pairs. (A) Fixed small overview; (B) Overview and
image on top of the area in which the | detail of equal size; (C) Moveable small detailed view.
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Figure 8. (A) Specification of three-level browser with global, intermediate, and detailed views; (B) sample application.
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9. Specification of zooming in an overlapped window browser.

Figure 10. Bifocal

view or magnifying-glass browser,

with (A) areas hidden

under derail view and (B) areas visible ro users.

magnified object is located, thereby
covering the neighboring objects.

Fish-eye view. An interesting exten-
sion of the bifocal view is the fish-eye
view,” illustrated in Figures 1la and
11b. This browser distorts the magni-
fied image so that the center of inter-
est is displayed at high magnification,
and the rest of the image is progres-
sively compressed. In this way, it uses

a single view to show a distorted glob-

al view, so no zooming or scrolling is
required, but users must specify the
focus of the magnification. However,
distortion can be severe, especially
with large images.

For example, Figure 11 is a small,
hierarchically clustered telephone net-
work with four levels of substations.
The map in Figure [1b is a fish-eye
view of San Francisco (the size of each
color-coded area is made proportional
to the 1980 white male population).

TASK TAXONOMY

We have identified five classes of
tasks users accomplish with image
browsers. Applications must often pro-
vide for different types of tasks, but
usually one task is either performed
repetitively or gets first priority
because of safety requirements.

Image generation. When users draw
or paint a large image or diagram,
their attention is on a small part of the
image but they often need to step back
to look at the entire image. With a
painting program a painter might con-
centrate on the drawing of a face, then
return to view the entire scene. With a
CAD/CAM program a boat designer
might spend an hour drawing the bow
of a boat then check the overall shape
of the hull. Here units and sizes are
often important. When a large docu-
ment is automatically digitized by a
scanner, progress is shown on a view
of the whole document, but the refin-
ing work will be done in the few areas
of the image that need retouching.

For image generation, an overview
is important, but most of the time is
spent at a detail level. Users tend to be
experts.

Open-ended exploration. A tourist ex-
plores a remote city by navigating a
map and accessing information on the
local attractions. An adventure game
player moves quickly around an imagi-
nary space to become familiar with
it. In both scenarios, the space is un-
known to the user, so it’s easy to get lost.
The overview of the space being ex-
plored is not always complete or even
available because it is explored for the
first time.

In these applications, navigation
must be fast and the user interface
quickly mastered.

Diagnostic. An example of this special
case of exploration is a pathologist
who explores a digitized sample of tis-
sue at low or high resolution, or a
VLST circuit specialist exploring a
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Figure 11. Fish-eye view for (4) network diagram;® (B) geographical information.

magnified view of a circuit. In these
applications, panning speed and com-
plete coverage is crucial because users
spend most of the time panning the
image and looking for patterns. The
coverage must be complete or the
wrong diagnosis can result. On the
other hand, a complete automatic scan
can also lead to boredom and errors,
so the application must let the user

save important locations for later |

review. Several browsers might be
needed to compare cases.

Navigation. Here users more or less
know the environment, but need to
know how to get around. A delivery-
truck driver uses a geographic infor-
mation system to get directions. In
this case, a global view must show the
current position to provide context
and point at the destination. Then the
relevant information is presented at
the minimum magnification level nec-
essary to view the route. Zooming and
panning occur only occasionally.

Monitoring. Here users must keep an
eye on everything and always have
information status on the entire sys-
tem they are monitoring. Examples

include the management of a large |

network, the central monitoring of the
security or temperature of a large set
of buildings, and the monitoring of a
production plant. When a problem
occurs, the user must be able to allo-
cate some attention to local aspects while

still watching the overview. Multiple

views can be associated with a given
problem that should be globally saved
or retrieved, because the number of

windows can become very large.
Window management is an important
issue: an overlapping window can hide
important changes in another window.

BROWSER TAXONOMY

Figures 12 and 13 present a taxono-
my of the points of comparison we
have identified among image browsers.
Figure 12 shows presentation aspects;
Figure 13 operation aspects. We sepa-
rated static and dynamic presentation
aspects and manual and automated
operations.

Static presentation. Under this catego-
ry, we classified single- and multiple-
view techniques, but hybrid browsers
are common. For example, a global
view can be provided along a second
window that functions as
a zoom-and-replace, the
field of view of the global
view always providing
feedback about the size
and location of the
zoomed area. Another
nice hybrid is the free
overlapping of multiple
chained pairs of coordi-
nated views.

Single-view  browsers.
These browsers dedicate all the screen
space to a single view. They are very
efficient when panning is limited and
are the most commonly used browsers
when display space is scarce. Ap-
propriate when the task requires users
to concentrate on the part of an image

that fits on the screen; they are inap-
propriate when users must compare
several distant parts of an image.

We identified three variations of
the single-view browser:

¢ Detail-only: Does not support
zooming, only panning. The default
for most windowing systems if the
image is larger than the window, but
seems to work well only when the
entire image is not much larger (mag-

- nification of four or less) than the
- view. These are common for image

generation because most work is done

. at the detail level. They are not appro-
i priate for monitoring.

OUR BROWSER
TAXONOMY
SEPARATES STATIC
AND DYNAMIC
PRESENTATION
ASPECTS.

¢ Zoom-and-replace: More appropri-
ate as the difference in size between
the entire image and the detailed view
increases and navigation becomes
more difficult. Some do not offer pan-
ning, which can be annoying because
users must zoom out and
zoom in to adjust the de-
tailed view. Some zoom-
and-replace browsers do
not update the hidden
overview as the detailed
view is panned, which
causes confusion when
zooming out. This large
family of browsers is
appropriate for image
generation and diagnos-
tics if the display-update
speed is sufficient.

o Fish-eye: Gives detail and context
in a single view but severely distorts
the image and requires constant reori-
entation. Distortion is a severe prob-
lem in applications in which size and
geometry are important. These
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browsers seem more appropriate for
I viewing abstract representations such
i as network diagrams, in which the
i view can be tailored for a user or a task
¢ but does not change constantly.
i Although transformations are complex
. and computationally demanding,’
i these browsers can be very effective
(for hierarchically clustered networks,®
for example). Designers should
¢ remember that fish-eye views can be
i inappropriate when fidelity to stan-
i dard layout is important. The map in
0 Figure [1b, for example, was rejected
i by epidemiologists because they could
| not compare it with the many other
maps they are trained to memorize
(such as maps of diseases).

: Three techniques modify the fish-
eye view: graphical distortion of the
image, filtering to remove unwanted
objects from the focus, and abstraction
to replace blocks with symbols. Fish-
eye views resemble domain-specitic
layout programs because they allow
interactively generated custom lavouts.

Multiple-view browsers. These browsers
display several views. They arc used
when it is important to view details
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Figure 12. Browser taxonomy for presentation aspects.

and context simultancously, when fish-
eve distortion is not appropriate, when
parallel viewing is required for com-
parison, or when the display speed is
insufficient to allow continuous zoom-
ing and panning.

We identified three important con-
siderations when designing multiple-
view browsers.

o Window-placement strategy: Too
often, designers rely on window man-
agers to handle the overlapping and
resizing of windows. Although it is
easier to implement a multiple-view
browser without a window-placement
strategy, we believe such browsers are
more difficult to use. Research has
shown that managing the overlapping
windows can take considerable effort
and time for the users. ™ We believe
designers should provide an automatic

. window-management strategy that

limits the need to move and resize
windows incessantly. Many simple
strategies (like the classic overview-

detail pair ) are available; researchers |

are investigating more complex strate-
gies."! The more elaborate strategies
are likely to be task-dependent, and
designers would benefit from research

\ Multiple views (made of
several pairs: see above)

Unidirectional
Biidirectional

into guidelines and tools for the speci-
fying and customizing of window-
management strategies.

For now, the standard overview-
detail pair described in Figure 3 is easy
to implement and addresses many
users’ needs. We recommend it for all
tasks. The paired views should have
the same shape (boot-shaped in Figure
7a; rectangular in Figure 7b).

We compare systems using this
technique by the ratio of the screen
space devoted to the overview and
detailed views (the SSROD — screen
space ratio: overview, detail.). This
ratio should be a function of the task.
For example, drawing or open-ended
exploration requires a large detailed
view, monitoring requires a large
overview, navigation rcquires an
overview and a detailed view of similar
size, and an application that includes
different tasks requires an adjustable
ratio.

In addition to the SSROD, these
systems can be compared according to
view layout. Tiling windows frees the
user from managing the views.
Overlapping windows gives more
flexibility but forces the user to do
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more management. Some systems
provide the specification in Figure
7a: overlapping windows that cannot
be moved and that block access to part
of the overlapped image (an early ver-
sion of Publishers Paintbrush, for
example). Of course, designers should
avold this.

¢ Coordination: The amount of
coordination between views can be
nonexistent (there is no overview), uni-
directional (moving the overview
updates the detailed view) or bidirec-

tional (unidirectional, plus scrolling the -

detailed view updates the overview).
We believe there are many opportuni-
ties for beneficial coordination. Indeed,
our standard overview-detail pair in
Figure 3a includes a bidirectional coor-
dination: Moving the field of view in
the overview updates the detailed view.

Similarly, panning the detailed view

should update the overview. This is an
example of bidirectional tight coupling
between two views.

& Global view: A global view shows
the entire information space and
allows quick access to any part. Just as
a table of contents is required in print,
a global view is required when brows-
ing an image larger than one screen.

This overview can be made simple and |

attractive for novice users or for pub-
lic-access information systems. For

experts, the global view should be as

detailed as permitted by the display.

Dense global views provide experts |

with direct access to details that would

otherwise require several zooming |

operations (even if these global views
appear unreadable to others!).

Dynamic aspects. Under this catego-
ry, we classified the smoothness of the

screen update when the image is |

panned or zoomed, the nature of the
update, and the zooming factor.

o Quality of the update: A fast,
smooth, and continuous image update
makes navigation and exploration nat-
ural and simple, even over relatively
long distances. It lets users concen-
trate on their tasks, not on the naviga-
tion tool. At one end of this spectrum

IEEZ SOFTWARE

are the “fly-over” interfaces that are
possible only on fast hardware. Ac the
other end are the slow, jumpy updates
that can be disorienting, if not dizzy-
ing. Smooth scrolling plus rapid and
continuous zooming are the secrets of
| success for single-view browsers.

¢ Nature of the update: An area that
is zoomed can be simply expanded
(similar to the way a camera zooms in)
or “exploded” to reveal an internal
| structure not apparent in the overview
(such as zooming in on a network
node to reveal the internal structure of
a node that was represented as a sim-
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ple rectangle). Explosion is regularly
used for hierarchical or hierarchically
clustered data sets.” It simplifies the
overview, but it can cause disorienta-
tion because the image is always
changing. When using an explode
zoom, designers should consider what
subset of information appears on the
overview. This is especially important
for monitoring applications, in which
alarms should be visible on the
overview. In addition to expansion and
explosion, the zoomed image can be
distorted, as is the case in fish-eye
browsers.
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Again, designers can combine tech-
niques. For example, when a user se-
lects an object for zooming, the neigh-
borhood around the object can be
expanded and the object itself ex-
ploded to show its interior structure.

* Zooming factor: The zooming fac-
tor is the level of magnification bet-
ween two views. Zooming factors can

be fixed or specified. Fixed factors are |

set by the designer. This is a delicate
task that requires designers to com-
promise between speed of access to
details and the preservation of context
information. No validated guidelines
exist; designers must rely on usability
testing with real users and tasks to
adjust the zooming factors. For coor-
dinated pairs, our experience suggests
that the magnification between an
overview and a detailed view should be
less than 20. Once the zooming factor
between screens gets to be more than
20 to 1, users have difficulty using the
overview for navigation'? and perhaps
intermediate views are called for.

Operation. We separated manual and
automated operations. Figure 13 lists
and classifies all the techniques and
features we found. Under the manual

operations category, we classified
zoom and pan techniques. Under the
automated operations category, we
classified saving, navigating, window-
management, and searching tech-
niques.

Manual operations. Browsers sup-
port two principal manual operations,
zooming and panning. Panning and
zoom can be readjusted simultaneous-
ly by redrawing the field of view or
adjusting its size, placement, and even
aspect ratio.

¢ Zooming: Users specify a zoom
location by the cursor location or by
drawing a field of view on the over-
view. Fixed-size rectangles specify a
fixed zooming factor; user-controlled
variable rectangles specify variable
zooming. The new detailed view can
be placed either by the user or by the
system. Zooming out can be implicit
by undo or it can be explicit, by step
or by zoom-factor specification.

In specifying zooming operations,
designers must find the appropriate
compromise between complexity and
flexibility. Browsers intended for pub-
lic access or occasional users will ben-
efit from simple designs (zooms at cur-
sor location and fixed zooming factor),

while expert users will demand more
control over zooming. It is unrealistic
to implement every possibility in a sin-
gle system. Instead, designers should
carefully study the tasks to be accom-
plished. For example, if size is im-
portant or if measurements are to be
done on the image, specifying the
zooming factor by its value (200 per-
cent, for example) is more important
than giving control of the field of view.

¢ Panning: We observed three pan-
ning implementations. Scrolling is the
most common, usually accomplished
with vertical and horizontal scroll
bars. When an overview is present,
scrolling can be accomplished by mov-
ing the field-of-view indicator in the
overview. The second way to imple-
ment panning is to use a “sticky
hand,” which grabs the picture when
the mouse button is pressed (first used
in MacPaint). The picture then fol-
lows the cursor until the mouse button
is released. The sticky-hand metaphor
is appropriate only when a real-time
image update is possible, however.
The third panning method is the use
of arrow cursor keys.

We think most systems should pro-
vide some general panning. Only in

TOWARD THREE-DIMENSIONAL BROWSERS

So far, three-dimensional
spaces generated and
browsed on computer
screens tend to be either
small spaces (in which there
15 a limited need for naviga-
uon), exploratory adventure
games (in which being lost
1s a feature), or based on
some pseudonatural navi-
gating interface (going
somewhere or flving
through).

These applications are
not so much for drawing or
constructing, but for view-
ing what was created with

other 2D tools. Many 3D
applications are really 2D
navigation (on the ground)
or 2D with lavers (in a
building). There are more
possible manual operations
than just zoom and pan.
More complex systems are
like flight simulators, which
use flight instruments and
tools for navigation.

The basic browser in
these cases is a zoom-and-
replace browser (also resem-
bling the fish-eye view with
perspective), Three-dimen-
sional browsing is based on

the “natural” navigation
skills of the users (approach-
ing. turning around).
Overviews are sometimes
provided, either as classic
2D overviews (a user in vir-
tual reality, for example, can
grab a virtual street map), or
in three dimensions.

For monitoring applica-
tions that require the
overview to be complete
and always visible, three-
dimensional overviews must
either be automatically
rotated so that all faces are
periodically exposed or flat-

tened into multiple 2D
shices.

In comparison, 2D
mage browsers provide
much more functionality
than the traditional “natur-
al” browsing of 2D printed
images because they can
provide things like multiple
windows, coordinated views,
save points, and automa-
tions.

As 3D “spaces” become
more widespread, we can
expect the invention of bet-
ter 3D navigation and
exploration tools.
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rare cases should designers have to
disable detailed-view panning to avoid
confusion between similar parts of an
image. For example, it might make
sense to restrict panning by moving
the field of view when a user must
closely examine a single vertebra of a
spinal X-ray, because panning may
lead to confusion as to which vertebra
is currently on the screen.

Avtomated operations. It becomes diffi-
cult for users to concentrate on their
task if there are too many potential
browsing actions. We identified four
categories of operations that designers
should consider automating.

¢ Save points: Similar to setting
bookmarks in text, marking points on
an image can speed up image brows-
ing. Locations of interest can be saved
to allow rapid return to those saved
points. Eventually, written or spoken
comments can be saved with the loca-
ton. This process of saving and re-
trieving points can greatly speed
navigation and diagnostics (as when a
second opinion is sought).

¢ Navigation: Direct-manipulation

but similar techniques

view and the detailed view is another
example. But more elaborate strate-
gies can affect the sizing and place-

" ment of windows. For example, win-

dows can become icons when unused
for a certain time, or resized accord-
ing to their estimated level of
interest.!' Synchro-nized windows can
help users compare multiple images
which they can pan simultaneously
and then close simultaneously.!

¢ Image search: The automatic
identification of image features is a

. growing field of interest based on the

large body of work in computer vision
on feature extraction and on similarity
measures. A lot of work
has recently been devot-
ed to image retrieval,

DESIGNING AN

A s this taxonomy suggests, design-
ing an image browser involves
many choices. Improved design based
on controlled experiments could im-
prove speed, error rates, and subjective
satisfaction. But we have only limited
guidelines, and few of those have been
validated. We must prototype and test
new automations. Techniques allow-
ing users to specify the needed auto-
mation should be investigated. The
multiple-view browsers will indirectly
benefit from an increased attention to
the design of window managers and of
coordinated window-placement
strategies.

The many options, fea-
tures, and parameters we
have described show the
complexity of image-

could be used to navi-

* gate within a large single

image. For example,
users may want to search
a map for switching
vards, a spinal X-ray for
the location of each ver-

“tebra, and so on. Of

course, a simpler search

IMAGE BROWSER
INVOLVES MANY
CHOICES, BUT
WE HAVE ONLY
VERY LIMITED
GUIDELINES.

browser interfaces. The
goal is to design the sim-
plest tools that fit the
task. In some cases, this
might mean avoiding a
browser entirely! Brows-
ing is rarely trivial. Be-
fore evaluating the de-
tails of an image brows-

¢ can be done on the text

techniques can automate some naviga-
tion. An area can be marked on the
overview to be systematically
explored. A trail can be drawn on an
overview and followed automatically,
with the possibility to stop, explore
locally, and resume the trail. Those
techniques can be useful for diagnos-
tics or even for simple exploration
rasks. The areas already explored can
also be shown on the overview to veri-
fy that all important parts of the
image have been explored. Macro
commands can be offered. For exam-
ple, if users must analyze a series of
similar images, they can mark the
start point of a typical exploration
sequence, which is then executed with
a single command.

o Window management: When
multiple views are used, designers can
automate window placement. Jixed
positioning of windows is, of course,
an extreme example of such automa-
tion. The coordination of the ficld of

iEEE SOFTWARE

‘ can be created automatically or pan-

in the map. Such feature
extraction might let designers adapt |
the browser to the task using content |
information. Multiple detailed views

ning speed can be adjusted according
to the presence of features of interest

{ (for example, the panning of a state

map would be tailored to slow down

+ when a switching yard is visible on the

screen, or to jump from yard to yard).

Many automations are possible.
Research is needed to determine the
benefits of such automations (or even
in some cases to prototype and imple-
ment them). In general, automated
operations are likely to be task-depen-
dent and found only in specialized
browsers.

Research is also needed into how
to let users specify the automated
operations they need. This topic bor-
ders on the more general topic of pro-
gramming the user interface.

er, designers should con-
sider larger screens (or
even multiple screens) and denser rep-
resentations that do not require zoom-
ing and panning. Pixels on the screen
are precious and effort should be made
to display as much information on the
screen as the task and user population
will permit. Elegance and readability
are important for public access, while
speed of use should be the goal for
expert users who need less zooming,
less panning, fewer automated func-
tions, and dense screens.
Image-browser design is a lively
topic. If zooming and panning can-
not be avoided, the tasks and the user
population should drive the selection
of the browser characteristics. Usabil-
ity testing remains a requirement
because of the still small number of
validated guidelines. Beyond flat-
screen browsing, novel features for
three-dimensional browsers have yet
to be invented. *
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Strategies, Patterns, & Applications
by Peter Coad with David North & Mark Mayfield
* 5 applications (3 business apps, 2 real-time
apps), illustrating how to apply strategies and
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notations
* 148 strategies, delivering specific “how to” advice
for building object models
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* more than 350 figures, a “visual feast” of practi-
cal illustrations, all along the way
¢ shareware included on diskette: Playground™,
an object model “whiteboard” for domain experts
& object modelers (use it free, for working out
examples in this book)

“Peter Coad has an enviable talent for communicating
complex ideas simply, especially by example. This book
is unique in that it teaches entirely by example.
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in object modeling that both newcomers and seasoned
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Train'g & Consltg Dir, Object UK
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application examples. The strategies and pattems

make it easy to extend the practitioner's current
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find concrete examples of applica-tions development,
along with practical ‘how to’ guidance along the way.
The result? Accelerated leaming!” — Peter Fingar, IT
Director, U of Tampa

To order an autographed copy risk-free (full 30-
day MBG), call 1-512-795-0202, 9-5 CT. Or send a
fax to 1-512-795-0332 anytime. Visa, MC, Amex.

EXCLUSIVE OBJECT MODEL WORKSHOPS
These lively and engaging workshops deliver practi-
cal insights into building better object models.

In each hands-on session, you'll get specific
strategies and patterns for building object models
{applicable with whatever notation you prefer: Coad,
Booch, or Rumbaugh).

Peter Coad and Mark Mayfield will personally
work with your team. Your team will “learn-by-
doing,” building actual project results, mastering
more and more strategies and patterns, including
new breakthroughs, not yet in print.

Delivered at your site or ours. Money-back guar-
antee. Our goal is customer delight. “I've been work-
ing with OOA/OOD and C++ for 3 years, yet |
learned more in this workshop than in all that
time!” (sr. developer in a “big 3" C++ software com-

pany)

Object Intl,, inc. Education - Tools - Consulting
8140 N MoPzc 4-200, Austin TX 78759 USA
1-512-795-0202 o Fax 1-512-795-0332
info@oi.com ® surf the net at
http://www.ol.com/oi_home.html
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