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Abstract

Part structure and articulation are of fundamental importance in computer and human vision. We
propose using the inner-distance to build shape descriptors that are robust to articulation and capture
part structure. The inner-distance is defined as the length of the shortest path between landmark points
within the shape silhouette. We show that it is articulation insensitive and more effective at capturing part
structures than the Euclidean distance. This suggests that the inner-distance can be used as a replacement
for the Euclidean distance to build more accurate descriptors for complex shapes, especially for those
with articulated parts. In addition, texture information along the shortest path can be used to further
improve shape classification. With this idea, we propose three approaches to using the inner-distance.
The first method combines the inner-distance and multidimensional scaling (MDS) to build articulation
invariant signatures for articulated shapes. The second method uses the inner-distance to build a new
shape descriptor based on shape contexts. The third one extends the second one by considering the
texture information along shortest paths. The proposed approaches have been tested on a variety of
shape databases including an articulated shape dataset, MPEG7 CE-Shape-1, Kimia silhouettes, the
ETH-80 data set, two leaf data sets, and a human motion silhouette dataset. In all the experiments, our

methods demonstrate effective performance compared with other algorithms.
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. INTRODUCTION

Part structure plays a very important role in classifying complex shapes in both human vision

and computer vision [21], [6], [23] etc. However, capturing part structure is not a trivial task,



especially considering articulations, which are nonlinear transformations between shapes. To
make things worse, sometimes shapes can have ambiguous parts (e.g. [4]). Unlike many previous
methods that deal with part structure explicitly, we propose an implicit approach to this task.

In this paper we introduce thanner-distance defined as the length of the shortest path
within the shape boundary, to build shape descriptors. It is easy to see that the inner-distance
is insensitive to shape articulations. For example, in Fig. 1, although the points on shape (a)
and (c) have similar spatial distributions, they are quite different in their part structures. On the
other hand, shapes (b) and (c) appear to be from the same category with different articulations.
The inner-distance between the two marked points is quite different in (a) and (b), while almost
the same in (b) and (c). Intuitively, this example shows that the inner-distance is insensitive to
articulation and sensitive to part structures, a desirable property for complex shape comparison.
Note that the Euclidean distance does not have these properties in this example. This is because,
defined as the length of the line segment between landmark points, the Euclidean distance does
not consider whether the line segment crosses shape boundaries. In this example, it is clear that
the inner-distance reflects part structure and articulation without explicitly decomposing shapes

into parts. We will study this problem in detail and give more examples in the following sections.

(@) (b) (©)

Fig. 1. Three objects. The dashed lines denote shortest paths within the shape boundary that connect landmark points.

It is natural to use the inner-distance as a replacement for other distance measures to build
new shape descriptors that are invariant/insensitive to articulation. In this paper we propose and
experiment with two approaches. In the first approach, by replacing the geodesic distance with the
inner-distance, we extend the bending invariant signature for 3D surfaces [12] to the articulation
invariant signature for 2D articulated shapes. In the second method, the inner-distance replaces
the Euclidean distance to extend the shape context [5]. We design a dynamic programming
method for silhouette matching that is fast and accurate since it utilizes the ordering information

between contour points. Both approaches are tested on a variety of shape databases, including an



articulated shape databas®MPEG7 CE-Shape-1 shapes, Kimia’s silhouette [40], [39], ETH-80
[26], a Swedish leaf database [42] and a Smithsonian leaf database [2]. The excellent performance
demonstrates the inner-distance’s ability to capture part structures (not just articulations).

In practice, it is often desirable to combine shape and texture information for object recogni-
tion. For example, leaves from different species often share similar shapes but have different vein
structures (see Fig. 13 for examples). Using the gradient information along the shortest path, we
propose a new shape descriptor that naturally takes into account the texture information inside
a given shape. The new descriptor is applied to a foliage image task and excellent performance
is observed.

The rest of this paper is organized as follows. Sec. Il discusses related works. Sec. lll first
gives the definition of the inner-distance and its computation. Then the articulation insensitivity
of the inner-distance is proved. After that we address the inner-distance’s ability to capture part
structures. Sec. IV describes using the inner-distance and MDS to build articulation insensitive
signatures for 2D articulated shapes. Sec. V describes the extension of the shape context using the
inner-distance, and gives a framework for using dynamic programming for silhouette matching
and comparison. Sec. VI introduces the new shape descriptor that captures texture information.

Sec. VIl presents and analyzes all experiments. Sec. VIl concludes the paper.

[l. RELATED WORK
A. Representation and Comparison of Shapes with Parts and Articulation

For general shape matching, a recent review is given in [45]. Roughly speaking, works handling
parts can be classified into three categories. The first category (e.g. [3], [19], [14], [37], [15], [46]
etc.) builds part models from a set of sample images, and usually with some prior knowledge
such as the number of parts. After that, the models are used for retrieval tasks such as object
recognition and detection. These works usually use statistical methods to describe the articulation
between parts and often require a learning process to find the model parameters. For example,
Grimson [19] proposed some early work performing matching with precise models of articulation.
Agarwal et al. [3] proposed a framework for object detection via learning sparse, part-based

representations. The method is targeted to objects that consist of distinguishable parts with

This is a dataset we collected and available at http://www.cs.umdvbtilihg/Research/data/articu.zip



relatively fixed spatial configuration. Felzenszwalb and Huttenlocher [14] described a general
method to statistically model objects with parts for recognition and detection. The method models
appearance and articulation separately through parameter estimation. After that, the matching
algorithm is treated as an energy minimization problem that can be solved efficiently by assuming
that the pictorial representation has a tree structure. Schneiderman and Kanade [37] used a
general definition of parts that corresponds to a transform from a subset of wavelet coefficients
to a discrete set of values, then builds classifiers based on their statistics. Fergus et al. [15]
treated objects as flexible constellations of parts and probabilistically represented objects using
their shape and appearance information. These methods have been successfully used in areas
such as face and human motion analysis etc. However, for tasks where the learning process is
prohibited, either due to the lack of training samples or due to the complexity of the shapes,
they are hard to apply.

In contrast, the other two categories (e.g. [23], [4], [39], [41], [17], [30] etc.) capture part
structures from only one image. The second category (e.g. [4], [30]) measures the similarity
between shapes via a part-to-part (or segment-to-segment) matching and junction parameter
distribution. These methods usually use only the boundary information such as the convex
portions of silhouettes and curvatures of boundary points.

The third category, which our method belongs to, captures the part structure by considering
the interior of shape boundaries. The most popular examples are the skeleton based approaches,
particularly theshock grapkbased techniques ([23], [41], [39] etc.). Given a shape and its
boundary, shocks are defined as the singularities of a curve evolution process that usually extracts
the skeleton simultaneously. The shocks are then organized into a shock graph, which is a
directed, acyclic tree. The shock graph forms a hierarchical representation of the shape and
naturally captures its part structure. The shape matching problem is then reduced to a tree
matching problem. Shock graphs are closely related to shape skeletons or the medial axis [7],
[23]. Therefore, they benefit from the skeleton’s ability to describe shape, including robustness to
articulation and occlusion. However, they also suffer from the same difficulties as the skeleton,
especially in dealing with boundary noise. Another related unsupervised approach is proposed
by Gorelick et al. [17]. They used the average length of random walks of points inside a shape
silhouette to build shape descriptors. The average length is computed as a solution to the Poisson

equation. The solution can be used for shape analysis tasks such as skeleton and part extraction,



local orientation detection, shape classification, etc.

The inner-distance is closely related to the skeleton based approaches in that it also considers
the interior of the shape. Given two landmark points, the inner-distance can be “approximated”
by first finding their closest points on the shape skeleton, then measuring the distance along the
skeleton. In fact, the inner-distance can also be computed via the evolution equations starting
from boundary points. The main difference between the inner-distance and the skeleton based
approaches is that the inner-distance discards the structure of the path once their lengths are
computed. By doing this, the inner-distance is more robust to disturbances along boundaries
and becomes very flexible for building shape descriptors. For example, it can be easily used
to extend existing descriptors by replacing Euclidean distances. In addition, the inner-distance
based descriptors can be used for landmark point matching. This is very important for some
applications such as motion analysis. The disadvantage is the loss of the ability to perform part
analysis. It is an interesting future work to see how to combine the inner-distance and skeleton

based techniques.

B. Geodesic Distances for 3D Surfaces

The inner-distance is very similar to the geodesic distance on surfaces. The geodesic distances
between any pair of points on a surface is defined as the length of the shortest path on the surface
between them. One of our motivations comes from Elad and Kimmel's work [12] using geodesic
distances for 3D surface comparison through multidimensional scaling (MDS). Given a surface
and sample points on it, the surface is distorted using MDS, so that the Euclidean distances
between the stretched sample points are as similar as possible to their corresponding geodesic
distances on the original surface. Since the geodesic distance is invariant to bending, the stretched
surface forms a bending invariant signature of the original surface.

Bending invariance is quite similar to the 2D articulation invariance in which we are interested.
However, the direct counterpart of the geodesic distance in 2D does not work for our purpose.
Strictly speaking, the geodesic distance between two points on the “surface” of a 2D shape is the
distance between them along the contour. If a simple (i.e. non self-intersecting), closed contour
has length\/, then for any pointp, and anyd < M /2, there will be exactly two pointg,, ¢» that
are a distance away fromp, along the contour (see Fig. 2 for examples). Hence, a histogram

of the geodesic distance to all points on the contour degenerates into something trivial, which



does not capture shape. Unlike the geodesic distance, the inner-distance measures the length of
the shortest path within the shape boundary instead of along the shape contour (surface). We

will show that the inner distance is very informative and insensitive to articulation.

Fig. 2. Geodesic distances on 2D shapes. Using the geodesic distances along the contours, the two shapes are indistinguishable.

There are other works using geodesic distances in shape descriptions. For example, Hamza and
Krim [20] applied geodesic distance usisgape distributiong[35]) for 3D shape classification.
Zhao and Dauvis [48] used the color information along the shortest path within a human silhouette.
The articulation invariance of shortest paths is also utilized by them, but in the context of
background subtraction. Ling and Jacobs [28] proposed using the geodesic distance to achieve

deformation invariance in intensity images. A preliminary version of this paper appeared as [29].

C. Shape Contexts for 2D Shapes

The shape contexivas introduced by Belongie et al. [5]. It describes the relative spatial
distribution (distance and orientation) of landmark points around feature points. @isample
pointszy, xs, ..., z, ON a shape, the shape context at painis defined as a histogram of the

relative coordinates of the remainimg— 1 points

hi(k) = #{x; : j #i,2; — x; € bin(k)} (1)
where the bins uniformly divide the log-polar space. The distance between two shape context
histograms is defined using thé statistic.

For shape comparison, Belongie et al. used a framework combining shape context and thin-
plate-splines [8] (SC+TPS). Given the points on two shapemd B, first the point correspon-
dences are found through a weighted bipartite matching. Then, TPS is used iteratively to estimate
the transformation between them. After that, the similafitypoetweenA and B is measured as

a weighted combination of three parts

D = aDac+Dsc+bDbe (2)



whereD,. measures the appearance differengg. measures the bending energy. Thg term,
named theshape context distanceneasures the average distance between a poiat and its
most similar counterpart o (in the sense of (10)u, b are weights ¢ = 1.6, b = 0.3 in [5]).

The shape context uses the Euclidean distance to measure the spatial relation between landmark
points. This causes less discriminability for complex shapes with articulations (e.g., Fig. 8 and
9). The inner-distance is a natural way to solve this problem since it captures the shape structure
better than the Euclidean distance. We use the inner-distance to extend the shape context for
shape matching. The advantages of the new descriptor are strongly supported by experiments.

Belongie et al. showed that the SC+TPS is very effective for shape matching tasks. Due
to its simplicity and discriminability, the shape context has become quite popular recently.
Some examples can be found in [33], [43], [44], [47], [34], [26]. Among these works, [43] is
most related to our approach. Thayananthan et al. [43] suggested including a figural continuity
constraint for shape context matching via an efficient dynamic programming scheme. In our
approach, we also include a similar constraint by assuming that contour points are ordered and
use dynamic programming for matching the shape context at contour sample points. Notice that
usually dynamic programming encounters problems with shapes with multiple boundaries (e.g.,
scissors with holes). The inner-distance has no such problem since it only requires landmark
points on the outermost silhouette, and the shortest path can be computed taking account of

holes. This will be discussed in the following sections.

I1l. THE INNER-DISTANCE

In this section, we will first give the definition of the inner-distance and discuss how to
compute it. Then, the inner-distance’s insensitivity to part articulations is proven. After that, we

will discuss its ability to capture part structures.

A. The Inner-Distance and Its Computation

First, we define a shap@ as a connected and closed subseRéf Given a shap® and two
pointsx,y € O, the inner-distance betweeny, denoted agl(z, y; O), is defined as the length
of the shortest path connectingandy within O. One example is shown in Fig. 3.

Note: 1) There may exist multiple shortest paths between given points. However, for most

cases, the path is unique. In rare cases where there are multiple shortest paths, we arbitrarily



choose one. 2) We are interested in shapes defined by their boundaries, hence only boundary
points are used as landmark points. In addition, we approximate a shape with a polygon formed

by their landmark points.

J!

Fig. 3. Definition of the inner-distance. The dashed polyline shows the shortest path between @aihyj.

A natural way to compute the inner-distance is using shortest path algorithms. It consists of
two steps:
1) Build a graph with the sample points. First, each sample point is treated as a node in the
graph. Then, for each pair of sample poip{sand p,, if the line segment connecting
and p, falls entirely within the object, an edge betwegnand p, is added to the graph
with its weight equal to the Euclidean distangg — p2||. An example is shown in Fig. 4.
Note 1) Neighboring boundary points are always connected; 2) The inner-distance reflects
the existence of holes without using sample points from hole boundavigsch allows
dynamic programming algorithms to be applied to shapes with holes.
2) Apply a shortest path algorithm to the graph. Many standard algorithms [11] can be applied
here, among them Johnson or Floyd-Warshall's algorithms li&ve') complexity @ is
the number of sample points).
In this paper we are interested in the inner-distance between all pairs of points. Now we
will show that this can be computed with(n?) time complexity forn sample points. First,
it takes timeO(n) to check whether a line segment between two points is inside the given
shape (by checking the intersections between fin@ and all other boundary line segments,
with several extra tests). As a result, the complexity of graph construction @¥(:ef). After
the graph is ready, the all-pair shortest path algorithm has complexiy(«of). Therefore, the

whole computation take®(n?).

2The points along hole boundaries may still be needed for computing the inner-distance, but not for building descriptors.



Fig. 4. Computation of the inner-distance. Left, the shape with the sampled silhouette landmark points. Middle, the graph built

using the landmark points. Right, a detail of the right top of the graph. Note how the inner-distance captures the holes.

Note that wherO is convex, the inner-distance reduces to the Euclidean distance. However,
this is not always true for non-convex shapes (e.g., Fig. 1). This suggests that the inner-distance
is influenced by part structure to which the concavity of contours is closely related [21], [13].

In the following subsections, we discuss this in detail.

B. Articulation Insensitivity of the Inner-Distance

As shown in Fig. 1, the inner-distance is insensitive to articulation. Intuitively, this is true
because an articulated shape can be decomposed into rigid parts connected by junctions. Ac-
cordingly, the shortest path between landmark points can be divided into segments within each
parts. We will first give a very general model for part articulation and then formally prove
articulation insensitivity of the inner-distance.

1) A Model of Articulated ObjectsBefore discussing the articulation insensitivity of the
inner-distance, we need to provide a model of articulated objects. Note that our method does
not involve any part models, the model here is only for the analysis of the properties of the
inner-distance. Intuitively, when a shapeis said to have articulated parts, it means

« O can be decomposed into sevepdrts, say, O;, O, ...,O,, wheren is the number of

parts. These parts are connectedjinyctions

The junctions between parts are very small compared to the parts they connect.

« The articulation ofO as a transformation is rigid when limited to any pé&¥ but can be
non-rigid on the junctions.
. The new shap&®’ achieved from articulation of is again an articulated object and can

articulatebackto O.
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Based on these intuition, we define an articulated olject R? of n parts together with an
articulation f as:
O ={J o} U{U 7}
i=1 i#j
where
. Vi, 1<i<n, partO,CR? is connected and closed, andN0O; = O, Vi#j, 1<i, j<n.
. Vi#j,1<i,j<n, J;;CR?, connected and closed, is the junction betwéemndO;. If there
is no junction betweei®; andO;, then J;; = @. Otherwise,J;;N0,;#9, J;;N0O,;#0.
o diam(J;;)<e, wherediam(P)=max, ,ep{d(z,y; P)} is thediameterof a point setPCR?
in the sense of the inner-distaneex0 is constant and very small compared to the size of
the articulated parts. A special casecis- 0, which means that all junctions degenerate to

single points and) is called anideal articulated object

Fig. 5 (a) shows an example articulated shape with three parts and two junctions.

\ 0=0,U0,U0,
) U‘Ilz UJ:;

” (a) (b) (c)

Fig. 5. Examples of articulated objects. (a) An articulated shape with three parts. (b) Overlapping junctions (the five dark

areas). (c) Ideal articulation.

The articulation from an articulated objectto another articulated objec?’ is a one-to-one
continuous mapping, such that:
« O’ has the decompositio’ = {U;_, O;} U{U,,; J;;}. FurthermoreQ; = f(0;), Vi, 1<i<n
are parts of0’ and Ji; = f(J;), Vi#j, 1<i, j<n are junctions inO’. This preserves the
topology between the articulated parts. In particular, the deformed junctions still have a
diameter less than or equal ¢0
. f is rigid (rotation and translation only) when restricted @p, Vi, 1<:<n. This means

inner-distances within each part will not change.
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Notes: 1) In the above and following, we use the notati¢®) = {f(x) : « € P} for short. 2)
It is obvious from the above definitions th#t! is an articulation that map@’ to O.

The above model of articulation is very general and flexible. For example, there is no restriction
on the shape of the junctions. Junctions are even allowed to overlap each other. Furthermore,
the articulationf on the junctions are not required to be smooth. Fig. 5 (b) and (c) gives two
more examples of articulated shapes.

2) Articulation Insensitivity:We are interested in how the inner-distance varies under articu-
lation. From previous paragraphs we know that changes of the inner-distance are due to junction
deformations. Intuitively, this means the change is very small compared to the size of parts. Since
most pairs of points have inner-distances comparable to the sizes of parts, the relative change of
the inner-distances during articulation are small. This roughly explains why the inner-distances
are articulation insensitive.

We will use following notations: 1)'(x1, z2; P) denotes a shortest path frame P to z,€ P
for a closed and connected point S8t R? (S0 d(x1, z2; P) is the length ofl(zy, zo; P)). 2)’
indicates the image of a point or a point set undee.g., P’=f(P) for point setP, p'=f(p)
for a pointp. 3) “[" and “]” denote the concatenation of paths.

Let us first point out two facts about the inner-distance within a part or crossing a junction.

Both facts are direct results from the definitions in sec. IlI-B.1.

d(z,y;0;) =d(',y;0;) ,  Vr,y€0;, 1<i<n 3)
|d(z,y; 0) —d(z',y; O0")| < e,
Vm, Yy E Jij7 \V/Z#j, 1§Z,j§n, Jij 7é @
Note that (4) does not require the shortest path betwegrto lie within the junctionJ;;. These

(4)

two facts describe the change of the inner-distances of restricted point pairs. For the general
case ofzr, ycO, we have the following theorem:

Theorem: Let O be an articulated object arfdbe an articulation of) as defined abové&'z, ycO,
suppose the shortest paltiz, y; O) goes throughn different junctions inO andI'(2’,y'; O’)

goes throughn’ different junctions inO’, then
|d(z,y;0) —d(2’,y'; O')| < maz{m,m'}e (5)

Proof: The proof uses the intuition mentioned above. First we decompgsey; O) into

segments. Each segment is either within a part or across a junction. Then, applying (3) and (4)
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to each segment leads to the theorem.

First, I'(z,y; O) is decomposed intd segments:

F(%?J% O) = [F(p(bpl; Rl)aP(PhP% R2)a ---»F<pl—1apl; Rl)]

using point sequencgy, p1, ..., p; and regionsRy, ..., R; via the steps using Algorithm 1.

Algorithm 1 Decomposd(z, y; O)
Ppo—x, 10

while p;#y do {/*find p;.1*/}
1—1+1

R; < the region (a part or a junctior)(z, y; O) enters aftep; ,
if R; = Oy for somek (R; is a part)then {/*enter a part*}
Setp; as a point inO, such that
1) T(pi-1,pi; Ox) C I'(z,;0)
2) I'(x,y; O) enters a new region (a part or a junction) afteor p;, = y
else{/* R, = J,s for somer, s (R; is a junction), enter a junction}/
Setp; as the point inJ,;N\['(z,y; O) such thatl'(x, y; O) never re-enterg,, after p;.
R; «— the union of all the parts and junctiofi$p; 1, p;; O) passes through (notg,CR;).
end if
end while

{1

An example of this decomposition is shown in Fig. 6 (a). With this decomposifiany; O)

can be written as:

d(xv Y; O) = Zlgigld(pi—lvpi; R’L)

Supposemn; of the segments cross junctions (i.e., segments not contained in any single part),
then obviouslym;<m.
In O’, we construct a path from’ to ¢’ corresponding td'(z,y; O) as follows (e.g. Fig. 6

(b)):

C(x,y;0") =T (py, py; RY, T (01, ph; RY, ... T(pi_1, v Ry))]
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Note thatC'(z',1/; O’) is not necessarily the shortest pathiih DenoteJ(x’,y’; 0’) as the length
of C(«/,y;0"), it has the following property due to (3), (4):

|d(z,y;0) —d(2',y';O")| < mye < me (6)

On the other hand, sin€@ can be articulated fror®’ throughf~!, we can construaf'(z, y; O)
from I'(2',y; O') in the same way we construct€d{(z’,y’; O') from I'(z,y; O). Then, similar
to (6), there is

|d(z’,y;0") — d(z,y; 0)| < m'e (7)

Combining (6) and (7),

d(z,y;0) —m'e d(z,y;0) —m'e<d(z',y; O')

IA

< d(z',y; 0')<d(x,y; O) + me

This implies (5). [ |

Fig. 6. (a) Decomposition of (z,y; O) (the dashed line) withr = po, p1, p2, ps = y. Note that a segment can go through
a junction more than once (e.gip2). (b) Construction 06(1'73/; O’) in O’ (the dashed line). Note thaﬁ(x’,y’; O’) is not
the shortest path.

From (5) we can make two remarks concerning changes of inner-distances under articulation:
1) The inner-distance is strictly invariant for ideal articulated objects. This is obvious since
e = 0 for ideal articulations.
2) Sincee is very small, for most pairs af, y, the relative change of inner-distance is very
small. This means the inner-distance is insensitive to articulations.
We further clarify several issues. First, the proof depends on the size limitation of junctions.
The intuition is that a junction should have a relatively smaller size compared to parts, otherwise
it is more like a part itself. A more precise part-junction definition may provide a tighter

upper bound but sacrifice some generality. The definition also captures our intuition about what
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distinguishes articulation from deformation. Second, the part-junction model is not actually used
at all when applying the inner-distance. In fact, one advantage of using the inner-distance is that

it implicitly captures part structure, whose definition is still not clear in general.

C. Inner-Distances and Part Structures

In addition to articulation insensitivity, we believe that the inner-distance captures part struc-
tures better than the Euclidean distance. This is hard to prove because the definition of part
structure remains unclear. For example, Basri et al. [4] gave a shape of a shoe (Fig. 7) which

has no clear part decomposition, although it feels like it has more than one part.

>

Fig. 7. A shape of a shoe that has no clear part decomposition.

Instead of giving a rigorous proof, we show how the inner-distance captures part structure
with examples and experiments. Figures 1, 8 and 12 show examples where the inner-distance
distinguishes shapes with parts while the Euclidean distance runs into trouble because the sample
points on the shape have the same spatial distributions. For example, the original shape context
[5] may fail on these shapes. One may argue that the Euclidean distance will also work on these
examples with an increased number of landmark points. This argument has several practical
problems. First, the computational cost will be increased, usually in a quadratic order or higher.
Second, no matter how many points are used, there can always be finer structures. Third, as

shown in Fig. 9, for some shapes this strategy will not work.

HHE

Fig. 8. With the same sample points, the distributions of Euclidean distances between all pair of points are indistinguishable

=

il

for the four shapes, while the distributions of the inner-distances are quite different.

During retrieval experiments using several shape databases, the inner-distance based descriptors

all achieve excellent performance. Through observation we have found that some databases (e.g.,
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MPEGY7) are difficult for retrieval mainly due to the complex part structures in their shapes,
though they have little articulation. These experiments show that the inner-distance is effective
at capturing part structures (see Sec. VII-B and Figures 12 and 18 for details).

Aside from part structures, examples in Fig. 9 show cases where the inner-distance can better
capture some shapes without parts. We expect further studies on the relationship between inner-

distances and shape in the future.

OO0

\\r/ R S

Fig. 9. With about the same number of sample points, the four shapes are virtually indistinguishable using distribution of
Euclidean distances, as in Fig. 8. However, their distributions of the inner-distances are quite different except for the first two

shapes. Note: 1) None of the shapes has (explicit) parts. 2) More sample points will not affect the above statement.

V. ARTICULATION INVARIANT SIGNATURES

To build shape descriptors with the inner-distance is straightforward. Theoretically it can be
used to replace other distance measures (e.g. the Euclidean distance) in any existing shape
descriptors. In this section, the inner-distance is used to build articulation invariant signatures
for 2D shapes using multidimensional scaling (MDS) similar to [12]. In the next section, we
will show how to use the inner-distance to extend the shape context for shape matching.

Given sample points® = {p;}!*, on a shape) and the inner-distancegl;;}._, between

ij=1
them, MDS finds the transformed poirigs= {¢; }_, such that the Euclidean distandes;(Q) =

g — g5l }7,=, minimize thestressS(Q) defined as:

wi(diy — e(Q))?
S(Q) _ Zz<] 2(:< (Q)) (8)

wherew;; are weights. In our experiment, we use the least squares MDSwyith 1. The stress

can be minimized using the SAMCOF (Scaling by Maximizing a Convex Function) algorithm
[9]. SAMCOF is an iterative algorithm that keeps decreasing the objective function, i.e., the
stress (8). The details can be find in Elad and Kimmel's paper [12].

Fig. 10 shows two examples of the articulation invariant signatures computed by the above

approach. It can be seen that although the global shape of the two original objects are quite
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different due to the articulation, their signatures are very similar to each other. More examples

of the articulation invariant signatures can be seen in Fig. 15.

© (d)

Fig. 10. Articulation invariant signatures. (a) and (c) show two shapes related by articulation. (b) and (d) show their signatures.

It is attractive to use the articulation invariant signature for classifying articulated shapes. In
our experiments we combine it with the shape context. The method contains three steps: 1) use
the inner-distance and MDS to get the articulation invariant signatures; 2) build the shape context
on the signatures; 3) use dynamic programming for shape context matching. The third step is
described in detail in the next section. We call this approach MDS+SC+DP. The experimental

results show significant improvement compared to the shape context on the original shapes.

V. INNER-DISTANCE SHAPE CONTEXT: MATCHING AND RETRIEVAL
A. Inner-Distance Shape Context (IDSC)

To extend the shape context defined in (1), we redefine the bins with the inner-distance. The
Euclidean distance is directly replaced by the inner-distance. The relative orientation between
two points can be defined as the tangential direction at the starting point of the shortest path
connecting them. However, this tangential directisrsensitive to articulation. Fortunately, for
a boundary poinp and its shortest path(p, ¢; O) to another point, the angle between the
contour tangent gb and the direction of'(p, ¢; O) at p is insensitive to articulation (invariant
to ideal articulation). We call this angle thener-angle(e.g., see Fig. 11) and denote it as
0(p,q; O). The inner-angle is used for the orientation bins. This is similar to using the local
coordinate system suggested in [5] to get rotation invariance. In practice, the shape boundary
may be distorted by noise that reduces the stability of the inner-angle. To deal with this problem,
we smooth the contour using a small neighborhood before computing the inner-angle.

Fig. 12 shows examples of the shape context computed by the two different methods. It is

clear that SC is similar for all three shapes, while IDSC is only similar for the beetles. From
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this figure we can see that the inner-distance is better at capturing parts than SC.

Fig. 11. The inner-anglé(p, ¢; O) between two boundary points.

Fig. 12. Shape context (SC) and inner-distance shape context (IDSC). The top row shows three objects from the MPEG7 shape
database (Sec. VII-B), with two marked pointsg on each shape. The next rows show (from top to bottom), the S tae
IDSC atp, the SC afg, the IDSC atg. Both the SC and the IDSC use local relative frames (i.e. aligned to the tangent). In the

histograms, the x axis denotes the orientation bins and the y axis denotes log distance bins.

The inner-angle is just a byproduct of the shortest path algorithms and does not affect the
complexity. Once the inner-distances and orientations between all pair of points are ready, it

takesO(n?) time to compute the histogram (1).

B. Shape Matching Through Dynamic Programming

The contour matching problem is formulated as follows: Given two shapasd B, describe
them by point sequences on their contour, 3$ay,...p, for A with n points, andg;gs...q,, for
B with m points. Without loss of generality, assume> m. The matchingr from A to B is a
mapping froml1,2,...,n t0 0, 1,2, ..., m, wherep; is matched tay,; if 7(i) # 0 and otherwise

left unmatcheds should minimize the match codf(w) defined as

C(m) =Y, _.cli (i) (9)
wherec(i, 0) = 7 is the penalty for leaving; unmatched, and fot < j < m, ¢(i,7) is the cost

of matchingp; to ¢;. This is measured using thg statistic as in [5]
1 [hai(k) = hp;(K)]?
C(Zaj)—QzlngK hA,z<k) +hB,j(k)

(10)
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Here h,, and hp ; are the shape context histogramspfand ¢; respectively, andx is the
number of histogram bins.

Since the contours provide orderings for the point sequepges..p, and ¢1¢s...q,,, it is
natural to restrict the matching with this order. To this end, we use dynamic programming
(DP) to solve the matching problem. DP is widely used for contour matching. Detailed examples
can be found in [43], [4], [36]. We use the standard DP method [11] with the cost functions
defined as (9) and (10).

By default, the above method assumes the two contours are already aligned at their start and
end points. Without this assumption, one simple solution is to try different alignments at all
points on the first contour and choose the best one. The problem with this solution is that it
raises the matching complexity from(n?) to O(n?). Fortunately, for the comparison problem,
it is often sufficient to try aligning a fixed number of points, saypoints. Usuallyk is much
smaller thanm andn, this is because shapes can be first rotated according to their moments.
According to our experience, for,m = 100, k = 4 or 8 is good enough and largérdoes not
demonstrate significant improvement. Therefore, the complexity isGith?) = O(n?).

Bipartite graph matching is used in [5] to find the point corresponden@apartite matching
is more general since it minimizes the matching cost (9) without additional constraints. For
example, it works when there is no ordering constraint on the sample points (while DP is not
applicable). For sequenced points along silhouettes, however, DP is more efficient and accurate

since it uses the ordering information provided by shape contours.

C. Shape Distances

Once the matching is found, we use the matching €tst) as in (9) to measure the similarity
between shapes. One thing to mention is that dynamic programming is also suitable for shape
context. In the following, we use IDSC+DP to denote the method of using dynamic programming
matching with the IDSC, and use SC+DP for the similar method with the SC.

In addition to the excellent performance demonstrated in the experiments, the IDSC+DP
framework is simpler than the SC+TPS framework (2) [5]. First, besides the size of shape
context bins, IDSC+DP has only two parameters to tune: 1) The pendtly a point with no
matching, usually set to 0.3, and 2) The number of start pdirits different alignments during

the DP matching, usually set to 4 or 8. Second, IDSC+DP is easy to implement, since it does
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not require the appearance and transformation model as well as the iteration and outlier control.
Furthermore, the DP matching is faster than bipartite matching, which is important for retrieval
in large shape databases.

The time complexity of the IDSC+DP consists of three parts. First, the computation of inner-
distances can be achieved@{n?) with Johnson or Floyd-Warshall's shortest path algorithms,
wheren is the number of sample points. Second, the construction of the IDSC histogram takes
O(n?). Third, the DP matching cost3(n?), and only this part is required for all pairs of shapes,
which is very important for retrieval tasks with large image databases. In our experiment using
partly optimized Matlab code on a regular Pentium IV 2.8G PC, a single comparison of two

shapes withn = 100 takes about 0.31 second.

VI. SHORTESTPATH TEXTURE CONTEXT

In real applications, the shape information is often not enough for object recognition tasks.
On the one hand, shapes from different classes sometimes are more similar than those from
the same class (e.g., Fig. 13). On the other hand, shapes are often damaged due to occlusion
and self-overlapping (some examples can be found in Fig. 24). Naturally, the combination of
texture and shape information is desirable for this problem. In [5] the appearance information
is included into the SC+TPS framework by considering appearance around landmark points. In

this section, we will introduce a new descriptor that considers the texture information inside the

WAML

Fig. 13. Shapes of three leaves ((a), (b) and (c)) are not enough to distinguish them. Their texture ((d), (e) and (f) respectively)

whole shape.

(d) (e)

apparently helps.

In previous sections, the inner-distance is shown to be articulation insensitive due to the fact
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that the shortest paths within shape boundaries are robust to articulation. Therefore, the texture
information along these paths provides a natural articulation insensitive texture description.
Note that this is true only when the paths are robust. In this section, we use local intensity
gradient orientations to capture texture information because of their robustness and efficiency.
To gain articulation invariance, the angles between intensity gradient directions and shortest path
directions are used. In the following we call these angéative orientations Given shape)

and two points, v on it, we usex(p, v; O) to denote the relative orientation with respect to the

shortest pathi’(p, v; O). An example is shown in Fig. 14.

Fig. 14. Relative orientation(p, v; O) at pointv. The arrow points to local intensity gradient direction.

Based on the above idea, we propose shertest path texture contex6PTC) as a com-
bined shape and texture descriptor. SPTC is an extension of the IDSC in that it measures
the distributions of (weighted) relative orientations along shortest paths instead of the joint
distributions of inner-distance and inner-angle distributions of landmark points. In our application,
the relative orientations are weighted by gradient magnitudes when building into SPTC. For
texture undergoing large non-uniform illumination change, it might be better to use non-weighted
relative orientations.

Given n landmark pointszy, z», ..., z,, Sampled from the boundary of shape the SPTC
for eachx; is a three-dimensional histograf) (we abuse notation to usk again for the
histograms). Similarly to IDSC, SPTC uses the inner-distance and the inner-angle as the first
two dimensions. The third dimension of SPTC is the (weighted) relative orientation that takes
into account the texture information along shortest paths. To byildor eachz;, j # 7, a
normalized histogram of relative orientation along the shortest path z;; O) is added into

the relative orientation bin located at the inner-distance and inner-angle bin determined by
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The algorithm is described in Algorithm 2. Note that when the number of relative orientation
binsn, = 1, SPTC reduces to IDSC.

Algorithm 2 Shortest path texture contekt at landmark pointe;
h; «— 3-D matrix with zero entries everywhere

for j=1ton, j#ido
I'(z;,x;; O) < shortest path from; to z;
h — 1-D weighted histogram of the relative orientations aldtig;, z,; O)
h—h/|h|i  {/*Normalize h, where|| . ||, is the L, norm */}
d;q < the inner-distance bin index computed fraftx;, z,; O)
6,4 <— the inner-angle bin index computed fraf;, z;; O)
for «;q =11ton, do { /* n, is the number of relative orientation bins}*/
hi(dig, Yia, via) < hi(dig, Yia, cvia) + il(aid)
end for
end for
hi < h;/|hi] {/* Normalize h; */'}

A similar idea of using “relative orientation” is used by Lazebnik et al. [25] for rotation
invariant texture description. Shape context had also been extended for texture description by
including intensity gradient orientation (e.g. [31]). SPTC is different from these methods in three
ways. First, SPTC combines texture information and global shape information while the above
methods work for local image patches. Second, the above methods sample the orientations at
a large number of pixels inside a patch, which is too expensive for our task without utilizing
shortest paths. Third, none of the previous methods is articulation invariant. Another related
work by Zhao and Davis [48] used the color information along the shortest path for background
subtraction. Instead of color information, we use gradient orientation, which is more robust to
lighting change [10], which is very important for classification tasks. In the next section, SPTC

is tested in two leaf image databases and excellent performance is observed.

VIlI. EXPERIMENTS

This section describes the experiments testing proposed approaches. First, we test the inner-

distance’s articulation insensitivity with an articulated shape dataset. After that, the inner-distance
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is tested in comparison with other state-of-the-art approaches on several widely tested shape
data sets, including the MPEG7 CE-Shape-1 shapes, Kimia’'s silhouette [40], [39], ETH-80 [26].
Then, the proposed approach is tested on two foliage image datasets, a Swedish leaf dataset
[42] and a Smithsonian leaf dataset. These experiments show how the inner-distance works in
real applications and how the SPTC performs on shapes with texture. Finally, we will show the
potential use of the IDSC on human motion analysis.

Now we describe the parameters used in the experiments. We tsalenote the number
of landmark points (on the outer contour of shapes). Landmark points are sampled uniformly
(as in [5]) to avoid biasn is chosen according to the task. In general, langewill produce
greater accuracy with less efficiency. For the size of histogramsn,, andn, are used for
the number of inner-distance bins, the number of inner-angle bins, and the number of relative
orientation bins respectively. A typical setting for the bin numbet,is= 5,7y = 12 andn, = 8.
In our experiments, we sometimes ugge= 8 to get better results. For dynamic programmihg,
denotes the number of different starting points for alignment (uniformly chosen from landmark
points). The choice of was discussed in Sec. V-C. In general, a larfg@rcreases the accuracy.
However in practice we found thdt = 4 — 8 usually gives satisfactory results. For example,
k = 8 is used for the MPEG7 dataset. However, we did notice that ldrgean improve the
performance further, e.gk = 16 is used for the ETH-80 dataset that involves wildly varied
rotations. We did not rotate shapes according to their moments, which might be helpful for tasks
involving a large variation in orientations. The penaityfor one occlusion is always set to be
0.3 (our experiments show that differentn the range 0f0.25, 0.5] do not affect the results too
much). In all the experiments, the parameters for MDS+SC+DP are the same as in IDSC+DP.
Furthermore, for datasets that have no previously reported shape context matching results, we

run the SC+DP for comparison with the same parameters as IDSC+DP.

A. Articulated Database

To show the articulation insensitivity of the inner-distance, we apply the proposed articulation
invariant signature and the IDSC+DP approach to an articulated shape data set we collected.
The dataset contains 40 images from 8 different objects. Each object has 5 images articulated to
different degrees (see Fig. 15). The dataset is very challenging because of the similarity between

different objects (especially the scissors). The holes of the scissors make the problem even more
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Fig. 15. (a) Articulated shape database. This dataset contains 40 images from 8 objects with articulation. Each column contains

five images from the same object. (b) MDS of the articulated shape database using the inner-distances.

TABLE |

RETRIEVAL RESULT ON THE ARTICULATE DATASET.

Distance Type| Top 1| Top 2 | Top 3 | Top 4
Ly (baseline) | 25/40 | 15/40 | 12/40 | 10/40
SC+DP 20/40 | 10/40 | 11/40 | 5/40
MDS+SC+DP | 36/40 | 26/40 | 17/40 | 15/40
IDSC+DP 40/40 | 34/40 | 35/40 | 27/40

difficult.

The parameters in the experiment ane= 200, ngy = 5, np = 12. Since all the objects are at
the same orientation, we align the contours by forcing them to start from the bottom-left points
and then set: = 1 for DP matching. The articulation invariant signatures of the shapes are
computed and shown in Fig. 15.

To evaluate the recognition result, for each image, the four most similar matches are chosen
from other images in the dataset. The retrieval result is summarized as the number of 1st,
2nd, 3rd and 4th most similar matches that come from the correct object. Table | shows the

retrieval results. It demonstrates that both the articulation invariant signature and the IDSC help
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Fig. 16. Left: SC+DP on the articulated shape database. The top 4 retrieval results of 20 images are shown here. The top row
shows the querying images. Row two to row five show the top one to top four retrieval results respectively. The numbers below
the results are the matching scores. Incorrect hits are circled in dotted lines. Right: IDSC+DP on the articulated shape database,

same notations as for SC+DP.

to improve recognition a lot. This verifies our claim that the inner-distance is very effective
for objects with articulated parts. Fig. 16 shows some detailed retrieval results for some of the
images. The experiment also shows that IDSC works better than MDS for the articulated shapes.
One reason is that the MDS may cause loss of information since it uses the Euclidean distance to
approximatethe inner-distance. To give an intuition of the difficulty of the database, a baseline

algorithm usingL, distance was also tested.

B. MPEG7 Shape Database

The widely tested MPEG7 CE-Shape-1 [24] database consists of 1400 silhouette images
from 70 classes. Each class has 20 different shapes (see Fig. 17 for some typical images).
The recognition rate is measured by the so-called Bullseye test: For every image in the database,
it is matched with all other images and the top 40 most similar candidates are counted. At most
20 of the 40 candidates are correct hits. The score of the test is the ratio of the number of correct
hits of all images to the highest possible number of hits (which is 20x1400).

The parameters in our experiment are= 100 (300 were used in [5]ng = 8, ny = 12 and
k = 8. To handle mirrored shapes, we compare two point sequences (corresponding to shapes)
with the original order and reversed order. Table Il lists reported results from different algorithms.

It shows that our algorithms outperform all the alternatives. The speed of our algorithm is in the
same range as those of shape contexts [5], curve edit distance [38] and generative model [44].
Again, we observed that IDSC performs a little better than the articulation invariant signatures.

Note that unlike the original SC+TPS framework used in [5], the appearance and bending
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Fig. 17. Typical shape images from the MPEG7 CE-Shape-1, one image from each class.
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Fig. 18. Two retrieval examples for comparing SC and IDSC on the MPEG?7 data set. The left column show two shapes to be
retrieved: a beetle and an octopus. The four right rows show the top 1 to 9 matches, from top to bottom: SC and IDSC for the

beetle, SC and IDSC for the octopus.

information are not included in our experiment. The reason is twofold: 1) we want to focus

more on the inner-distance itself; 2) this also makes our framework easy to use. In addition,
the dynamic programming scheme is used to take advantage of the ordering information of the
landmark points and the local coordinate framework (along the tangential of landmark points)

are used to achieve rotation invariance.

TABLE I

RETRIEVAL RATE (BULLSEYE) OF DIFFERENT METHODS FOR THEMPEG7 CE-$IAPE-1.

Alg. | CSS [32] Vis. Parts[24] SC+TPS[5] |Curve Edit[38|]Dis. Set[18]
Score 75.44% 76.45% 76.51% 78.17% 78.38%

Alg. [IMCSS[22]Gen. Mod.[44MDS+SC+DR IDSC+DP
Score 78.8% 80.03% 84.35% 85.40%

To help understand this performance, we did two other experiments in the same setting where
the only difference is the descriptors used: one uses SC, another IDSC. The parameters in both
experiments are: 64 sample points on each silhouette, 8 distance bins and 8 orientation bins. To
avoid the matching effect, shapes are compared using the simple shape context distance measure
D,,. instead of DP (see Sec. II-C or [5]). The Bullseye score with SC is 64.59%, while IDSC

gets a higher score of 68.83%. Fig. 18 shows some retrieval results, where we see that the
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IDSC is good for objects with parts while the SC favors global similarities. Examination of
the MPEG7 data set shows that the complexity of shapes are mainly due to the part structures
but not articulations, so the good performance of IDSC shows that the inner-distance is more
effective at capturing part structures.

C. Kimia's database

IDSC+DP and MDS+SC+DP are tested on two shape databases provided by Kimia’s group
[40], [39]. The first database [40] contains 25 images from 6 categories (Fig. 19 (a)). It has been
tested by [5], [40], [16]. We use parameters= 100, ngy = 5, ng = 12 andk = 4. The retrieval
result is summarized as the number of 1st, 2nd and 3rd closest matches that fall into the correct
category. The results are listed in Table Ill. It shows that IDSC slightly outperforms the other
three reported methods and the MDS-based approach.

The second database [39] contains 99 images from 9 categories (Fig. 19 (b)) and has been
tested by [39], [44]. We use parameters= 300, ny = 8, ny = 12 andk = 4. Similar to results
described above, the retrieval result is summarized as the number of top 1 to top 10 closest
matches (the best possible result for each of them is 99). Table IV lists the numbers of correct
matches of several methods, which shows that our approaches performs comparably to the best
approaches. One interesting observation is that the IDSC performs very similarly to the shock

edit. This suggests a close relation between them as mentioned in the related work section.
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Fig. 19. Kimia shape datasets. (a) Kimia dataset 1 [40], 25 instances from 6 categories. (b) Kimia set 2 [39], 99 instances
from 9 categories.
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TABLE 11l

RETRIEVAL RESULT ONKIMIA DATASET 1 [40] (FIG. 19 (A)).

Method Topl| Top2 | Top 3
Sharvit et. al [40] 23/25 | 21/25 | 20/25
Gdalyahu and Weinshall [16] 25/25 | 21/25 | 19/25
Belongie et. al [5] 25/25 | 24/25 | 22/25
MDS+SC+DP 23/25 | 20/25 | 19/25
IDSC+DP 25/25 | 24/25 | 25/25

TABLE IV

RETRIEVAL RESULT ONKIMIA DATASET 2 [39] (FIG. 19 (B)).

Algorithm | 1st| 2nd| 3rd | 4th| 5th| 6th| 7th| 8th| 9th| 10th
SC [39] 97191|88|85(84|77|75|66|56| 37
Gen. Model [44]99| 97 | 99| 98| 96| 96| 94| 83| 75| 48
Shock Edit [39] 99| 99| 99|98(98|97|96| 95| 93| 82
MDS+SC+DP | 99| 98 | 98| 98| 97|99| 97|96 | 97| 85
IDSC+DP |99 99|99|98|98|97|97|98|94| 79

D. The ETH-80 Image Set

The ETH-80 database [26] contains 80 objects from 8 categories. For each object, there are
41 images from different viewpoints. So the database contains 3280 images in total. To analyze
appearance and contour based methods for object categorization, [26] first applied seven different
approaches (including SC+DP), each with a single cue (either appearance or shape). Decision
trees were then used to combine those approaches to get better performance. The test mode is
leave-one-object-out cross-validation. Specifically, for each image in the database, it is compared
to all the images from the other 79 objects. The recognition rate is averaged over all the objects.

We tested the MDS+SC+DP and the IDSC+DP on this data set with parameterd:28,
ng = 8, ng = 12 andk = 16. Since only shape information is used, we compared the result with
the seven single cue approaches in [26]. The recognition results are listed in Table V. It shows

that the IDSC works the best among all the single cue approaches.



28

CENOOHFIADTHH
RSN W R R
e e SR e e

I3 TR A T Lt R TS A )y e

Vel ol RSN b o fin | e
iRl st Rl o Y e o Y

N _—
(1 23 3 2t

o B %’ﬂ*.ﬁ =

Fig. 20. ETH-80 image set [26]. This data set contains 80 objects from 8 classes, with 41 images of each
object obtained from different viewpoints. Note: the original images are in color. See http://www.mis.informatik.tu-
darmstadt.de/Research/Projects/categorization/eth80-db.html for detail.

TABLE V
RECOGNITION RATES OF SINGLE CUE APPROACHES OETH-80DATABASE [26]. ALL EXPERIMENTS RESULTS ARE FROM

[26] EXCEPT FORMDS+SC+DPAND IDSC+DP.

Alg. | Color Hist.| D,D, Mag-Lap PCA Masks| PCA Gray
Rate| 64.85% | 79.79% 82.23% 83.41% 82.99%

Alg. | SC Greedy SC+DP | Decision Treg MDS+SC+DR IDSC+DP

Rate| 86.40% | 86.40% 93.02% 86.80% 88.11%
t is a multi-cue method combining all seven previous single-cue methods.

E. Foliage Image Retrieval

In this subsection we will demonstrate the application of the inner-distance on a real and
challenging application, foliage image retrieval. Leaf images are very challenging for retrieval
tasks due to their high between class similarity and large inner class deformations. Furthermore,
occlusion and self-folding often damage leaf shape. In addition, some species have very similar
shape but different texture, which therefore makes the combination of shape and texture desirable.

1) Swedish Leaf Databasé@he Swedish leaf dataset comes from a leaf classification project
at Linkdping University and the Swedish Museum of Natural History [42]. The dataset contains
isolated leaves from 15 different Swedish tree species, with 75 leaves per species. Fig. 21 shows

some representative silhouette examples. Some preliminary classification work has been done in
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Fig. 21. Typical images from Swedish leaf data base, one image per species. Note that some species are quite similar, e.g. the

1st, 3rd and 9th species.

TABLE VI

RECOGNITION RATES ON THESWEDISH LEAF DATASET. NOTE THAT MDS+SC+DPAND SPTCGOT SAME RATES

Alg. |[42] | Fourier| SC+DP| MDS+SC+DR IDSC+DF SPTC+DR
Rec. Rate82%| 89.6%|88.12%  95.33% 94.13% | 95.33%

[42] by combining simple features like moments, area and curvature etc. We tested with Fourier
descriptors, SC+DP, MDS+SC+DP, IDSC+DP and SPTC+DP with parameters28, n, = 8,
ng = 12, n, = 8 andk = 1. Each species contains 25 training samples and 50 testing samples
per species. The recognition results with 1-nearest-neighbor are summarized in Tab. VI. Notice
that unlike other experiments, the articulation invariant signature works a little better than IDSC
on the leaf images. One possible explanation is that, as a real image dataset, the inner-angle for
leaves are less robust due to boundary noise. Also notice that SPTC improves IDSC as we had
expected.

2) Smithsonian Isolated Leaf Databas€&his data set comes from the Smithsonian project
[1] which is aimed to “build a digital collection of the Smithsonian’s collection of specimens
and provide means to access it with text and photos of plants”. We designed an Electronic Field
Guide image retrieval system that allows online visual searching. For example, during a filed
test, a botanist can input a picture of an unknown leaf to the system and get the most visually
similar leaves in a database. A detailed description of the system can be found in [2]. The task is
very challenging because it requires querying from a database containing more than one hundred
species and real time performance requires an efficient algorithm. In addition, the pictures taken
in the filed are vulnerable to lighting changes and the leaves may not be flattened well.

In this paper, we test proposed approaches on a representative subset of the leaf image database

in the systerh This dataset contains 343 leaves from 93 species (the number of leaves from

3http://www.cs.umd.edu/hbling/Research/data/SI-93.zip
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Fig. 22. Smithsonian data set, containing 343 leaf images from 93 species. One typical image from each species is shown.

different species varies). In the experiment, 187 of them are used as the training set and 156 as
the testing set. Note that there are only two instances per class in the training set on average.
The retrieval performance is evaluated using performance curves which show the recognition
rate among the topV leaves, whereV varies from1 to 16.

For the efficiency reasons mentioned above, only 64 contour points are used £.64).
The similarity between leaves is measured by the shape context distan¢see Sec. 1I-C or
[5]%) because it is faster than DP. Other parameters used in the experiment-arg ny = 12,
andn, = 8. Note thatk is not needed because DP is not used here. The performance is plotted
in Fig. 23. It shows that SPTC works significantly better than other methods. Fig. 24 gives some
detailed query results of SPTC and IDSC, from which we can see how SPTC improves retrieval

result by also considering texture information.

F. Human body matching

In this experiment, we demonstrate the potential for using the proposed method on human
body matching, which is important in human motion analysis. The dataset is a human motion
sequence from a stationary camera, collected at the Keck lab at the University of Maryland.
Silhouettes are extracted with background subtraction. Our task is to match the silhouettes from

different frames. For adjacent frames, IDSC+DP performs very well, as demonstrated in the left

“It is based on a greedy matching and should not be confused with the bipartite matching based approach.
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Fig. 23. Recognition result on the Smithsonian leaf dataset. The ROC curves shows the recognition rate amongythe top

matched leaves.

[ 4
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Fig. 24. Three retrieval examples for IDSC and SPTC. The left column shows the query images. For each query image, the
top four retrieving results are shown to its right, using IDSC and SPTC respectively. The circled images come from the same

species as the query image.

of Fig. 25. For two silhouettes separated by 20 frames, the articulation turns out to be large and

the matching becomes challenging. The IDSC+DP also gives promising results (see the right
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Fig. 25. Human silhouettes matching. Left: between adjacent frames. Right: silhouettes separated by 20 frames, note that the

hands are correctly matched. Only half of the matched pairs are shown for illustration.

part in Fig. 25, for example). An application of the inner-distance to human motion analysis can
be found in [27].

VIII. CONCLUSION AND DISCUSSION

In this paper we proposed using the inner-distance to build shape descriptors. We show that the
inner-distance is articulation insensitive and is good for complicated shapes with part structures.
Then the inner-distance is used to build better shape representations. We first build articulation
invariant signatures for 2D shapes by combining the inner-distance and MDS. After that, we
extended the shape context with the inner-distance to form a new descriptor, and designed a
dynamic programming based method for shape matching and comparison. Then, the descriptor
is extended to capture texture information in a natural and efficient way. In retrieval experiments
on several data sets, our approach demonstrated excellent retrieval results in comparison with
several other algorithms. In addition, the approach is tested on sequential human silhouettes.
Good matching results show the potential for using inner-distances in tracking problems. From
these experiments, we are confident that the inner-distance works for shapes with complex part
structure, particularly with large articulation. In addition, it is worth noting that the technique
had been applied for a real electronic field guide system [2].

There are several interesting issues about the inner-distance we want to address here. First,
to compute the inner-distance the shape boundary is assumed to be known. This limits the
approach to applications where the segmentation is available. Second, the inner-distance is

sensitive to shape topology which sometimes causes problems. For example, occlusion may



33

cause the topology of shapes to change. In addition, the inner-distance may not be proper for

shapes involving little part structure and large deformation (no articulation).
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