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DNS root name servers play a crucial role in the Inter-
net operation. Detecting and identifying anomalous ac-
tivities around root servers is a critical task for network
operators. It is not hard to “detect” the huge attacks [1],
but how do we detect more than just the strongest, most
extreme signals? How can we go about extracting, study-
ing and understanding the smaller (but still nontrivial)
anomalous events? These events might be from leakage
traffic from botnet activities, throw-away traffic from mis-
configured resolvers, or traffic load changes due to route
issues, etc. To detect all these events requires one to ef-
fectively extract anomalous patterns from massive multi-
dimensional measurements.

We present initial work towards detecting and iden-
tifying anomalous activities on DNS root servers. The
method is based on Principal Component Analysis (PCA)
to separate DNS traffic measurements into disjoint sub-
spaces corresponding to normal and anomalous network
behaviors. We have performed a preliminary analysis us-
ing data from D-root servers operated by UMD, and iden-
tified the detected anomalies by manual inspection.

Many techniques have been proposed to detect anoma-
lies in network traffic, but they mainly focus on volume
anomalies [2–4]. However, DNS traffic provides us more
features, like query names, query types and DNSSEC
queries. There has been extensive works on DNS traf-
fic analysis focus on specific anomalous activities, such as
botnet’s traffic [5–7] (domain-flux or fast-flux traffic) or
DoS traffic [8, 9]. We aim to detect general anomalous
traffic on root servers, that potentially relates to attacks,
misconfigured resolvers, routing issues, and so on.

The dataset used in our study consists of sampled DNS
queries and responses collected from the 98 anycast sites
of D-root. On each site, we aggregate both queries and
responses for each one-hour time period, and compute
desired measurements. The one-hour time period is used
as a tradeoff between the amount of data to be processed
in each period and the granularity of anomalies to be
detected.

We focus on the following measurements: (1) Query
number per second (QPS); (2) Source address number
per second; (3) Query diversity: number of unique query
names over number of queries; (4) Source address entropy:
the entropy of the query number distribution among all
source addresses, which describes the degree of concen-
tration of the query distribution.

Given one of the measurements and a time interval T ,
we construct a T × p measurement matrix X, where p is
the number of anycast sites. We then apply our detection
method to the measurement matrix.

The idea of PCA-based anomaly detection is to iden-

tify typical variations among measurements and de-
tect anomalous deviation from the typical variations [2].
Given the measurement matrix X, we apply PCA to the
covariance matrix of X to compute a set of principal com-
ponents {vi}pi=1 that captures the variance among X.
Then we select the first m � p principal components
{vi}mi=1 to construct the normal subspace, in which the
majority of the variation is captured; the rest of the com-
ponents constructs the residual subspace. When a new
observation y comes in, it is then decomposed onto nor-
mal (ŷ) and residual (ỹ) subspaces, i.e., y = ŷ + ỹ. The
energy of ỹ (i.e., ||ỹ||2) describes the degree of deviation
from normal variation, thus statistical tests [10] can be
applied to this energy to test if the observation is anoma-
lous.

To handle time-dependent (diurnal and weekly) pat-
terns in the DNS traffic, we construct matrix X using
measurements from the one week-long time window prior
to the new observation. We update X only if the new ob-
servation is not anomalous, and rerun the principal com-
ponents analysis accordingly.

We applied our method to all the measurements men-
tioned above, but here we show initial results of anoma-
lies based on QPS. Among QPS measurements from all
of D-root’s anycast sites throughout 2015, we detected
136 hour-long time periods when anomalies happened.
In order to verify and identify these anomalies, we manu-
ally inspected them. We focused on identifying significant
patterns in QPS, query diversity and source address en-
tropy during the anomalies.

The anomalies are classified into four types based on
the patterns. 62 anomalies are classified as “botnet ac-
tivities”, as they included huge traffic volume increase and
clear malicious query name patterns that are related to
DoS attacks or algorithmically generated domains, such
as [nonce] + “.ts8899.net〈20〉”. 18 anomalies had high
volume traffic with query names potentially relate to bugs
or faults in resolvers, such as “www.”, “http.” and “.”.
There are 22 “traffic switch” anomalies, when the traf-
fic volume decreased on several replicas, but increased
on others. And 21 “traffic drop” anomalies showed sig-
nificant volume decrease on some replicas, but had no
corresponding increase on others. The rest 13 anomalies
could not be classified into any of the above.

For the 62 periods with “botnet activities” detected in
our dataset, D-root observed about 7 billion suspicious
queries in total; by comparison, approximately 18 billion
attack queries were observed during the widely publicized
DDoS attack on A-root on Dec.1, 2015 [11]. With the
series of botnet activities, we can profile their behaviors
and track their evolution. Anomalies with buggy queries
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reveal widespread faults among DNS resolvers; and we
can infer routing issues related to anycast operations from
“traffic switch” and “traffic decrease” anomalies.

We are working on applying clustering techniques to
automatically cluster anomalies, and developing classi-
fication schemes that classify the anomaly clusters into
types with distinct behavior patterns and causes. We
hope that a discussion at DINR can help us better un-
derstand how to identify anomalies, what other mea-
surements are indicative of anomalies, and whether we
can, as a community, collectively construct an “anoma-
lies dataset” to serve as a ground truth for future studies.
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