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## Goals

Def If $G$ is a CFG then $L(G)$ is the language that $G$ generates.
We will do the following:

1. Show that the following problem is undec: Given a CFG $G$, determine if $L(G)=\Sigma^{*}$ (We denote this problem CFG $\Sigma^{*}$.)
2. Discuss the exact complexity of that problem.
3. Discuss the following problem: Given a CFG $G$ of size $n$ such that $L(G)$ is regular, bound the size of the DFA for $L(G)$.
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Recall If $w \in \Sigma^{*}$ then $w^{R}$ is the reverse. $a a b a^{R}=a b a a$.
Let $e, x \in \mathrm{~N}$. Consider Turing Machine $M_{e}$.
Def $\mathrm{ACC}_{e, x}$ is the set of all sequences of config's represented by

$$
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$$

such that
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- $C_{1}, C_{2}, \ldots, C_{s}$ represents an accepting computation of $M_{e}(x)$.
- We will later see why we do this funny thing with reversals.
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Continued on the next slides.
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Next slide to finish this up.
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## Final CFG for all instruction

Let the instructions be $I_{1}, \ldots, I_{m}$.
By similar methods you can get $G_{l_{2}}, G_{l_{3}}, \ldots, G I_{m}$. (HW)
SO our final grammar for $C \nvdash D$ is

$$
\bigcup_{i=1}^{m} G_{i}
$$

Three points about $G_{l}$ for any instruction $/$.

1. $G_{l}$ will generates all sequences of configs which have adjacent $C$ and $D$ that should use instruction $I$ but do not.
2. $G_{l}$ will generate many other strings that are in $A^{A C C_{e, x}}$. Thats fine.
3. We are not quite done yet. Next slide.
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## Another Way for $C \nvdash D$

$\delta(q, b)=(p, a)$.

| $a$ | $a$ | $b$ | $b$ | $(q, b)$ |
| :---: | :---: | :---: | :---: | :---: |
| $b$ | $a$ | $b$ | $b$ | $(p, a)$ |

Its possible that around the head it looks like $C \vdash D$ but away from the head is where you see $C \nvdash D$.
A CFG for this case is similar to $G_{l, \sigma}$. We omit it. (HW)
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We use this algorithm and to not need to know its details.
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On the next slide we will present an algorithm for HALT that makes calls to CFG*

We denote this HALT $\leq_{T} \mathrm{CFG} \Sigma^{*}$.
We will not define $\leq_{T}$ formally.
The $T$ stands for Turing.
$\operatorname{HALT} \leq{ }_{\tau} \mathrm{CFG} \Sigma^{*}$
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$$
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## Only Bill cares and he showed NO

Bill (2015) showed NO. Bill showed that

$$
\mathrm{CFG} \Sigma^{*} \equiv_{T} \mathrm{INF}
$$

$$
\operatorname{INF}=\left\{e:(\forall y)(\exists x \geq y)(\exists s)\left[M_{e, s}(x) \downarrow\right]\right\}
$$

Known HALT $<_{T}$ INF.
Hence HALT $<_{T}$ CFG $\Sigma^{*}$.
How do we know nobody else cares?
Valiant's paper was 1976. Bill's was 2015.
So nobody worked on it between 1976 and 2014.
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3. Let $D_{1}, \ldots, D_{N}$ be all DFA's with $\leq f(n)$ states.

Key The DFA for $\overline{\mathrm{ACC}_{e, x}}$ has $\leq f(n)$ states so the DFA for $\mathrm{ACC}_{e, x}$ has $\leq f(n)$ states.
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Assume there is a computable bdding function $f$ for (DFA, CFG).

1. Input ( $e, x$ ). Create CFG $G$ for $\overline{\mathrm{ACC}_{e, x}}$.
2. Let $n$ be the size of $G$. Compute $f(n)$.
3. Let $D_{1}, \ldots, D_{N}$ be all DFA's with $\leq f(n)$ states.

Key The DFA for $\overline{\mathrm{ACC}_{e, x}}$ has $\leq f(n)$ states so the DFA for $\mathrm{ACC}_{e, x}$ has $\leq f(n)$ states.
So the DFA for $\mathrm{ACC}_{e, x}$ is one of $D_{1}, \ldots, D_{N}$.
4. Find all $D_{i}$ 's that accept only one string: $D_{i_{1}}, \ldots, D_{i_{M}}$. For $1 \leq j \leq M$ let $L\left(D_{i_{j}}\right)=w_{j}$.

## Bdding Funct for (DFA, CFG) is Not Comp (cont)

Assume there is a computable bdding function $f$ for (DFA, CFG).

1. Input ( $e, x$ ). Create CFG $G$ for $\overline{\mathrm{ACC}_{e, x}}$.
2. Let $n$ be the size of $G$. Compute $f(n)$.
3. Let $D_{1}, \ldots, D_{N}$ be all DFA's with $\leq f(n)$ states.

Key The DFA for $\overline{\mathrm{ACC}_{e, x}}$ has $\leq f(n)$ states so the DFA for $\mathrm{ACC}_{e, x}$ has $\leq f(n)$ states.
So the DFA for $\mathrm{ACC}_{e, x}$ is one of $D_{1}, \ldots, D_{N}$.
4. Find all $D_{i}$ 's that accept only one string: $D_{i_{1}}, \ldots, D_{i_{M}}$. For $1 \leq j \leq M$ let $L\left(D_{i_{j}}\right)=w_{j}$.
$(\exists j)\left[w_{j}\right.$ is accepting comp for $\left.M_{e}(x)\right] \rightarrow(e, x) \in$ HALT.

## Bdding Funct for (DFA, CFG) is Not Comp (cont)

Assume there is a computable bdding function $f$ for (DFA, CFG).

1. Input ( $e, x$ ). Create CFG $G$ for $\overline{\mathrm{ACC}_{e, x}}$.
2. Let $n$ be the size of $G$. Compute $f(n)$.
3. Let $D_{1}, \ldots, D_{N}$ be all DFA's with $\leq f(n)$ states.

Key The DFA for $\overline{\mathrm{ACC}_{e, x}}$ has $\leq f(n)$ states so the DFA for $\mathrm{ACC}_{e, x}$ has $\leq f(n)$ states.
So the DFA for $\mathrm{ACC}_{e, x}$ is one of $D_{1}, \ldots, D_{N}$.
4. Find all $D_{i}$ 's that accept only one string: $D_{i_{1}}, \ldots, D_{i_{M}}$. For $1 \leq j \leq M$ let $L\left(D_{i_{j}}\right)=w_{j}$.
$(\exists j)\left[w_{j}\right.$ is accepting comp for $\left.M_{e}(x)\right] \rightarrow(e, x) \in$ HALT.
If not then $(e, x) \notin$ HALT.
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## Concrete Thoughts

The following is false:
For all $n$,
$(\forall G)[|G| \leq n \wedge L(G) \operatorname{Reg}] \rightarrow\left(\exists M,|M| \leq 2^{2^{n}}\right)[L(M)=L(G)]$.
Hence the following is true: There exists $n$,
$(\exists G)[|G| \leq n \wedge L(G)$ Reg $] \rightarrow\left(\forall M,|M| \leq 2^{2^{n}}\right)[L(M) \neq L(G)]$.
This means that any DFA for $M$ has $\geq 2^{2^{n}}$ states.
So there is a regular language where the DFA is much smaller than the CFG.
You can replace $2^{2^{n}}$ with any computable function.
More is know.
Next slide.
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One can show the following:
There are inf number of $n$ such that there exists CFG $G_{n}$ with:

1. $G_{n}$ has size $n$ and $L\left(G_{n}\right)$ is regular.
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## Concrete Thoughts (cont)

One can show the following:
There are inf number of $n$ such that there exists CFG $G_{n}$ with:

1. $G_{n}$ has size $n$ and $L\left(G_{n}\right)$ is regular.
2. Any DFA for $L\left(G_{n}\right)$ is of size $\geq 2^{2^{n}}$.
$2^{2^{n}}$ can be replaced by any computable function.
Open Bill Question can you replace
There are inf number of $n$
with
For all but a finite number of $n$

Final Notes

## Final Notes

1. Hay (1981) proved that the bounding function for (DFA, CFG) can compute HALT. Note that HALT is $\Sigma_{1}$. I showed you her proof.

## Final Notes

1. Hay (1981) proved that the bounding function for (DFA, CFG) can compute HALT. Note that HALT is $\Sigma_{1}$. I showed you her proof.
2. Gasarch (2015) proved that the bounding function for (DFA, CFG) can compute INF. Note that INF is $\Pi_{2}$. He also showed there is a bounding function for (DFA, CFG) of the same complexity as INF. Hence the complexity is solved.
