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If GI is NPC then, since GI $\in A M$, TAUT $\in A M$.
Does TAUT $\in$ AM imply $\mathrm{P}=\mathrm{NP}$ ? No.
Does TAUT $\in$ AM imply NP = co-NP? No.
To state what TAUT $\in$ AM implies, we need more definitions.
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2) $\overline{\text { HAMC }}=\{G:(\forall$ cycles $C)[C$ is not Hamiltonian $]\}$
3) If $A$ is any set in NP then $\bar{A}$ in in $\Pi_{1}$.
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$$
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$$

$A \in \Pi_{2}$ (also called $\Pi_{2}^{p}$ ) if there exists $B \in \mathrm{P}$ such that

$$
A=\left\{x:\left(\forall^{p} y\right)\left(\exists^{p}\right)[(x, y) \in B]\right\}
$$

Examples
$\left\{\phi(\vec{x}, \vec{y}):(\exists \vec{b})(\forall \vec{c})[\phi(\vec{b}, \vec{c})] \ln \Sigma_{2}\right.$.
$\{\phi: \phi$ is the $\min$ sized fml for the function $\phi\} \ln \Pi_{2}$ (Exercise)
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## The Polynomial Hierarchy

1) There are very few natural problems naturally in $\Sigma_{2}$ or $\Pi_{2}$.
2) Can define $\Sigma_{3}, \Pi_{3}$. The hierarchy is called Poly Hierarchy
3) $\Sigma_{1} \subseteq \Sigma_{2} \cdots$. Thought to be proper.
4) $\Pi_{1} \subseteq \Pi_{2} \cdots$. Thought to be proper.
5) $\Sigma_{i} \subseteq \Pi_{i+1}$. Thought to be proper.
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## My Prediction

1. P vs NP will be resolved in the year 2525 .
2. We still won't know the status of GI.
