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1) $V V \in P$.
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The answer is 3 .
If $\mathrm{VV} \in \mathrm{P}$ then SAT is in randomized poly time (RP).
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Is the Det of the above matrix 0 ? I do not know but I doubt it.
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If $\operatorname{DET}(M(x))=0$ then $d=0$.
If $\operatorname{DET}(M(x)) \neq 0$ then likely $d \neq 0$. (Proof next slide.)
Note In the above algorithm, we use "mod $p$ " so that the intermediate values do not get so large.
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$\operatorname{Prob}(\operatorname{DET}(M(a)) \equiv 0(\bmod p))=\operatorname{Prob}(a$ is a root $):$

$$
\frac{d n}{d^{2} n^{2}}=\frac{1}{d n} \leq \frac{1}{n} \text { which is small!. }
$$
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$$
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Moral If have 1 -sided error and Prob of error $<1$ then can iterate to get error very small.
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$$
\begin{aligned}
& x \in A \rightarrow \operatorname{Pr}(\operatorname{ALG}(x)=0) \leq \frac{1}{4} \\
& x \notin A \rightarrow \operatorname{Pr}(\operatorname{ALG}(x)=0)=1
\end{aligned}
$$

1) Equiv to def where replace $\frac{1}{4}$ by $\frac{1}{2^{|\times|}}$
2) Our RP is 1 -sided error. 2-sided error classes have been defined.
3) Very few problems in RP that are not known to be in P.

DETPOLYZERO is one of them.
4) $R P$ is thought to be feasible.
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## Famous and Motivating Example

PRIMES $\in$ RP.

1. This was an early example of a problem in RP. (A 1967 paper sort-of has it, but a 1977 paper has it, and the algorithm actually used is 1980.)
2. This result may have motivated the definition of RP.
3. The PRIMES $\in R P$ algorithm is very fast and actually used for many cryptography protocols.
4. In 2002 PRIMES $\in \mathrm{P}$ was proven. The algorithm is much slower than the randomized algorithm; however, it is interesting that the problem is in P .
5. There are reasons to think $\mathrm{P}=\mathrm{RP}$.
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Convention Whenever we have a $0-1$ valued matrix apply to a vector we do all of the calculations mod 2 .
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Let $k, n \in \mathbb{N}$ with $0 \leq k \leq n$. Let $X \subseteq\{0,1\}^{n}$. Assume $0^{n} \notin X$.
Consider the following random variable:
Pick a random $k \times n 0-1$ valued matrix $M$.
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Note $E(S)$ and $\operatorname{Var}(S)$ do not depends on $n$, just on $k$ and $|X|$.
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Let $R_{y}$ be similar.
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## What if $k=0 ?$

Recall we had:
Let $k, n \in \mathbb{N}$ with $0 \leq k \leq n$.
Pick a random $k \times n 0-1$ valued matrix $M$.
We allowed $k=0$.
What is a $0 \times n$ matrix?
What is the sound of one hand clapping?
The matrix question is easier: By convention the $0 \times n$ matrix has no effect. So

$$
X=\left\{x \in X: M(x)=0^{k}\right\}
$$
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## Plan

1) $\mathrm{SAT} \leq_{r} \mathrm{SAT}_{12}$. (Why 12 ? We'll see later.)
2) $\mathrm{SAT}_{12} \leq_{r} \mathrm{SAT}_{1}$. (Not Quite- this reduction will only be correct
if the input comes from the first reduction.)
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Intuitively this is saying that the probability that $S$ is far away from $E(S)$ is small, and how small depends on $\operatorname{Var}(S)$.
Chebyshev proved it so we don't have to :-)
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We will then have
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## $2^{m}<\# \phi \leq 2^{m+1}$ and $k=m-2$

Recap:

$$
4<E(S) \leq 8
$$

and

$$
\operatorname{Var}(S)<8
$$

Want $\operatorname{Pr}(|S| \notin\{1, \ldots, 12\}) \leq \frac{1}{2}$.
By Chebyshev's inequality

$$
\operatorname{Pr}(|S-E(S)| \geq 4) \leq \frac{\operatorname{Var}(S)}{4^{2}} \leq \frac{8}{16}=\frac{1}{2}
$$

Since $4<E(S) \leq 8$ this yields
$\operatorname{Pr}(S \in\{1, \ldots, 12\})>1-\frac{1}{2}=\frac{1}{2}$.
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