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Introduction

Almost since the inception of the web, trust has been a concern. The
success of the web is based largely on its open, unmanaged nature;
at the same time, that allows for a wide range of perspectives and
intentions. It provides access to billions of web pages with staggering
amounts of information; as a communication medium, the web connects
people and services to one another for exchanging information and
making transactions; some of the most exciting new activity on the
web is social, with social networks and collaborative interaction. In all
of these cases, there must be trust to foster successful interactions and
to filter the abundance of information.
There are three major challenges to using trust on the web.

e Trust management: Jgsang et al [28] define trust manage-
ment as The activity of creating systems and methods that
allow relying parties to make assessments and decisions re-
garding the dependability of potential transactions involving
risk, and that also allow players and system owners to in-
crease and correctly represent the reliability of themselves and
their systems. . More generally, trust management is the pro-
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2 Introduction

cess of determining who has access to what information or
resources in a system, identity management, and delegation
of trust. Essentially, instead of simply encrypting data for
its protection, trust management establishes a set of policies
and determines the credentials of a person or services to ac-
cess the data [17]. Doing this accurately and efficiently in a
variety of domains requires many approaches.

e Computing trust. The known trust relationships on the web
are only a small fraction of the potential pairings. Further-
more, the number of pages, services, and users on the web is
so large, that it is difficult to estimate how much trust there
is between entities. For example, a user cannot possibly know
how much to trust every other user and every page on the
web. Instead, trust must be calculated from other available
data. Depending on the context, the methods for doing that
will vary.

® Applications using Trust: Managing and computing trust are
interesting problems, but ultimately they exist to provide
trust information that can be used. Trust in people or con-
tent provides insight into how they should be treated within
a system (e.g. should a person be given access to a resource
or how much weight should a user give to some information).
Building applications that take advantage of trust informa-
tion and improve their functionality because of it requires an
understanding of how trust relates to the system’s goals and
how to integrate it. Doing this effectively is a challenge in all
domains.

The proper way to address these challenges varies based on the
context. For example, computing trust among web services via access
control policies is quite different than computing trust between users
in a social network. In this article, we consider trust in three domains:
trust in content, trust in services and trust in people. Once we have
reviewed methods for managing and computing trust in those domains,
we move on to applications. These integrate techniques from the do-
mains to use trust for creating new functionality.
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Trust has many meanings in computing, so we begin by describing
the scope of this article with respect to the term. That is followed by
brief descriptions of each chapter.

1.1 Scope of Trust

Within computer science, trust has been co-opted by many subfields
to mean many different things. It is a descriptor of security and en-
cryption [62]; a name for authentication methods or digital signatures
[9]; a measure of the quality of a peer in P2P systems [96]; a factor
in game theory [84]; a model for agent interactions [56]; a gauge of
attack-resistance [104];a component of ubiquitous computing [95]; a
foundation for interactions in agent systems [78, 13]; and a motivation
for online interaction and recommender systems [3]. On the web, many
of these variations on trust are relevant. In a distributed, anonymous
system like the web where services and information come from different
sources, trust is especially important.

In this article, we treat trust as a concept that helps users (and
agents) to make subjective decisions about content, services, or peo-
ple when there is uncertainty. The breadth of these subjects excludes
any single definition of “trust”. The subjective component, however,
excludes cryptologic and many security issues from our scope.

Trust is largely a social concept, and its sociological and psycho-
logical attributes have been studied extensively. That work is largely
relevant to the study of trust on the web, and it informs much of the
research presented here. However, this article is scoped to focus on the
science of trust on the web, and particularly computing with trust.
We introduce algorithms, standards, and empirical studies as primary
results, and social research only as it supports the computational work.

Trust has been an important topic in the agents community. While
agents are often studied on the web, the research into trust and agents
applies equally to non-web agents. This research is certainly applicable
to many web contexts, but we have scoped this article to cover web
trust only. Thus, agent-based trust is outside of what we cover in this
article.
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1.2 Trust in Content

The web is its content. It has revolutionized the way people access
information, and the amount of information they have access to. It has
done this by providing billions of pages on every conceivable topic, and
tools like search engines have made it accessible. On top of pages, there
are vast amounts of data stored in databases and XML formats. The
success of the web is due largely to the fact that there is no centralized
control of the web; anyone can say anything. At the same time, this
lack of moderation question of trust with respect to content. Instead
of being able to make a simple trust decision about one central editor
or moderator, the user has to make a series of decisions each time she
accesses a page. Which pages and what data can be trusted? How is that
trust established? How is information about its trust shared? Chapter
2 looks at questions of trust in content, from web pages to data on the
Semantic Web.

1.3 Trust in Services

Automated services are an important part of the web. Peer-to-peer
systems and web services are both widely used and important. Trust
is important in this context because sensitive information is often ex-
changed between services, and also because users rely on their success-
ful completion. Since the interactions between these services is usually
automated, the conditions for trust must be established ahead of time
by the users.

In Chapter 3, we look at trust in peer-to-peer systems and web
services. The main issues addressed are how to judge trust based on
performance, how to propagate trust assessments in distributed envi-
ronments, and how to specify policies that increase the trust in web
services.

1.4 Trust in People

The web is a social environment, facilitating the exchange of ideas,
documents, money, and goods. The social components are becoming
increasingly visible. Social Networking is one of the largest movements



1.4. Trust in People 5

on the web, with hundreds of millions of user accounts among hundreds
of different networks. Online communities supply a forum for discus-
sion, ratings, and interaction. On the web, social trust and reputation
are important factors that inform decisions about what to reveal to
others and how to treat the information they provide. However, the
web is also a very big place. The background information necessary
for judging how much to trust an unknown person is often distributed
and potentially private. Thus, methods for understanding, managing,
computing, and applying trust are required.

Ultimately, users benefit from these social rankings because they
can be used to judge things like the quality of information or the risk
of a transaction. We can already see places where users have come
to rely on trust and reputation, such as in eBay’s feedback or rating
websites like Epinions. There is more that can be done with social
trust, but it requires a better understanding of the properties and dy-
namics of the relationship. Trust is not a new concept in computing;
it has been studied as a facet of security, encryption, authentication,
and quality. Trust as a social relationship, however, has very different
properties. Because they are social concepts, trust and reputation are
fuzzier concepts that are normally treated by computer scientists. The
social behavior of web users and the scale of web systems require new
understanding and computational techniques. At the same time, the
growth and evolution in the way the web is used demands solutions
that rely on these advances.

The emergence of recent work to better understand the computa-
tional properties of social trust and reputation is timely and necessary.
Researchers have been making progress on all fronts. We have devel-
oped new theories for managing and for understanding the properties of
social trust and reputation relationships. That has laid the foundation
for the many algorithms have recently been developed for computing
trust relationships between people. Analysis of reputation systems have
also led to results that help protect against deception. As this grounds
for assessing trust and reputation has improved, a number of new appli-
cations have been developed that utilize trust. This brings the benefits
of understanding the user’s social relationships into the applications
that they already use.
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Trust in Content

One of the first decisions a web user must make is whether or not
to trust the information they are seeing. In its simplest form, that
means determining the trust a person should have in information on
web pages. On the Semantic Web, the metadata layer of the web, trust
is the highest goal. The interrelationships among data and people be-
come a source of information about trust. In this chapter, we look at
early work on trust in web pages, and then move on to the Semantic
Web where building trust in content is an ultimate goal.

2.1 Trusting Web Pages

Web pages are what most people would identify as the basic unit on the
web. When users visit websites, they must decide whether to trust the
content, or whether to engage in a transaction. In the late 1990s and
early 2000s, much work was conducted to understand what encouraged
users to trust web sites. Much of the attention was focused on trust in
e-commerce websites, as the need for trust is much greater since money
is involved [34, 109, 92, 93, 99].

In [28], the authors identify three factors that impact trust in online
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environments: perception of credibility, ease of use and risk. Earlier re-
sults on user trust in e-commerce support this. In [23], a large study
of users and e-commerce websites identified six major features that
encouraged trust in websites. The first two items deal with outside
reputation, while the last four are specific to the design and implemen-
tation of the website. All six address some aspect of the factors from
[28]:

® Brand: The reputation of a company independent of their
website affects users’ trust and thus willingness to do business
with the website.

® Seals of Approval: icons from companies that certify a site
as following security measures fosters trust from users.

e Navigation: If users have a difficult time navigating the web-
site, they are less likely to trust it.

e Fulfillment: As a user goes through the order process, they
develop (or lose) trust in the website from their experiences.

® Presentation: The design and presentation of information has
a significant impact on how much a user will trust the web-
site.

e Technology: The technologies used to create the website also
impact the user’s trust.

In addition to these aspects, the expected result is that trust is
developed over time. The more a user interacts with a site, the more
they gain information that will help them decide how much to trust
it. Figure 2.1 illustrates the process of developing trust (specifically for
e-commerce websites) as described in [59].

The work in [35] follows up on the results from this study, addressing
what makes a website credible. They define credibility as believability;
more credible sites are the ones users are more likely to believe. Credi-
bility ties closely with trust, and the authors find that trustworthiness
is a major component. Other factors affecting credibility include many
of the same features as in [23].

In the definitions in [35], trustworthiness reflects well-intentioned,
truthful, unbiased websites. Subjects in their study identified the fol-
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Fig. 2.1 An e-commerce trust transition model, taken from [59] and adapted from [23].

lowing factors as contributing to trustworthiness:

e Linking: Both where the user was linked from and where the
site links to are important.

® Policy statement: Sites that stated a policy on content were
more trustworthy.

® Social recommendations: If a friend recommends a site, users
are more likely to trust it. This trend is repeated throughout
this entire article.

® Business interest: This study was judging how much subjects
could trust the content on a page. If the page was an inde-
pendent organization rather than a for-profit company, users
were more likely to trust its content.

These two articles capture the core ideas that affect user’s percep-
tion of how much to trust the websites. This kind of trust in content is
largely visual and social - the design, perceived effort, and real world
reputations of site owners and recommenders all impact trust. But what
about when there is just data - information without a visual context or
clear tie to a business or organization? For these situations, developing
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trust is more complex. To investigate the issue of trust in information
content, independent of trust in the websites that host it, we will look
specifically at efforts on developing trust in the Semantic Web. While
some of the technologies for Semantic Web trust do not translate di-
rectly to the hypertext web (such as the practice signing RDF graphs),
many of the broader principles do apply to content in web pages and
can be informative when building traditional content.

2.2 The Semantic Web

The web was originally conceived as a medium for the exchange of doc-
uments and information between humans. Over the last fifteen years,
the languages (e.g. HTML and CSS) and technologies (e.g. browsers)
have evolved to improve the presentation to humans. However, this
evolution has also made it more difficult for computers to find much
of the content on the web. The Semantic Web (SW) is an extension
of the current web, designed to represent information in a standard,
machine-readable format.

Each object or “resource” on the web is given a unique identifier in
the form of a Uniform Resource Identifier (URI). Ontologies are used for
describing objects and their relationships to each other. A statement on
the Semantic Web takes the form of a triple, which consists of a subject,
predicate, and object. The subject is the resource being described, the
predicate is the property or attribute of the subject, and the object is
either another resource or a literal value. All three parts of the triple
(except for literal values) are given by URIs. Because the URIs are
used in these descriptions, or knowledgemodels, data can be stored
anywhere on the web and referenced by its address. In effect, the web
becomes a large distributed, collaborative database represented by a
graph (where subjects and objects are nodes and predicates are edges).

The SW is built on knowledge representation languages based on
XML, which are used to define ontologies that add structure and se-
mantics to the data. The Resource Description Framework (RDF)! pro-
vides basic semantics, including the ability to define properties, which

Lhttp://www.w3.org/1999/02/22-rdf-syntax-ns
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are the predicates in triples. RDF Schema (RDFS)? extends RDF with
the semantics for defining hierarchies of classes and domain and range
restrictions on properties. The Web Ontology Language (OWL)3 adds
a much richer semantics including set operations, local domain and
range constraints, enumerated classes, and equivalent and differenti-
ated classes and individuals. OWL comes in three sub-languages. OWL
Lite and OWL DL, which are formally aligned with Description Logics
[12], and OWL Full which adds more expressivity.

The semantics of these languages allow a reasoner to infer connec-
tions among data. A simple example of an inference would be along
a hierarchical relationship. If we know there is a class of things called
Animal, a subclass of Animal called Human, and an instance of Hu-
man called Bob, we can infer that Bob is also an Animal. The logical
inferences that an OWL reasoner would support on the Semantic Web
can be much more complex. Rules can also be used to make inferences
beyond the semantics supported in OWL.

As is shown in figure 2.2, proofs and trust are the top two layers of
the Semantic Web vision. Proofs are sets of rules that verify identity,
access, or permissions based on a set of requirements. An agent demon-
strates that it meets those requirements by providing a set of explicit
or inferred statements on the web. Proofs can be a direct set of state-
ments, but can also include the provenance describing how the proofs
were generated. The role of provenance in building trust is described
more in section 2.4.

Trust is the top architectural layer, and trust is established through
proofs that are believed. Trust has also taken on a richer meaning,
referring more broadly to how trust can be established in data on the
web, whether from logical proofs, social relationships, or other means.
The fact that trust was included as a top priority of the Semantic Web
from the very beginning indicates how strongly the standards groups,
industry, and academia have come to understand the web is more than
protocols and languages, and that their efforts must strongly consider
the end use of web-based information.

2http:/ /www.w3.0rg/2000/01 /rdf-schema
Shttp://www.w3.org/2002/07 /owl
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User Interface & applications

Fig. 2.2 The 2006 Layers of the Semantic Web, taken from [14].

Work on the trust layer of the SW has been interesting but frag-
mented, largely because of the varied set of views on what constitutes
“trust”. The first efforts on the Semantic Web began in the World
Wide Web Consortium in 2001, and much of the work was on de-
veloping and standardizing the SW languages. This meant that there
was not a coordinated effort on trust through the W3C, and instead
researchers brought their own backgrounds to the problem. Digital sig-
natures were viewed and explicitly stated as an important part of the
SW and the trust layer, and there has been interesting work on au-
thentication and digitally signing documents or graphs [20]. Work on
policies also translated well to the SW domain, and the work on poli-



2.2. The Semantic Web 13

cies for access control are discussed extensively in chapter 3. Policies
for web services have been of particular interest, with SW technologies
being used to describe the policies as well as the services. Languages
for describing these policies, includinf WS-Trust[1], are also included
in the discussion in chapter 3In parallel, work on social trust based in
social networks on the SW was being investigated [82, 47, 50]. These
different tracks of research on trust and the Semantic Web continue,
indicating that the trust layer will really be interwoven with proofs, au-
thentication / crypto, and applications. Rather than a coherent group
effort on standardizing languages, algorithms, or techniques, it is likely
that the different aspects of trust will be investigated along their own
paths.

The “layer cake” shown in figure 2.2 is the 2006 version, updated
from an earlier structure that did not have the “user interface and ap-
plications” layer. The addition of this layer is important for the applica-
tion of Semantic Web technologies to the web as a whole. The Semantic
Web is not designed to be a front end application that users interact
with directly. It is a set of knowledge management tools and technolo-
gies that will ultimately be used to support other applications. Since the
knowledge is on the web, most of those applications will also be on the
web in one way or another. Current examples applications supported by
Semantic Web technologies include mSpace [83, 107], CS AktiveSpace
[77], Foafing the Music [22], GroupMe! [4], and Chip Demonstrator [10]
just to name a few. Because Semantic Web sets out to create trusted
data, applications like these that are built on top of that data will
naturally be using more trusted information. Thus, the techniques for
building trust on the Semantic Web will ultimately build trust in the
information that supports applications on the hypertext web.

Since it was introduced in 2001, applications that use Semantic Web
technologies have been proliferating. We will see some of these in the
rest of the article, particularly in the discussion of social networks - one
of the largest uses of Semantic Web vocabularies - and web services. In
this section, we will look at Semantic Web information systems with
components designed to estimate trust in the data itself.
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2.3 Trusting Semantic Web Information Sources

Yolanda Gil and Varun Ratnakar addressed the issue of trusting con-
tent and information sources with their TRELLIS system [38]. TREL-
LIS is a Semantic Web-based information analysis tool that supports
collaborative annotation of sources. Documents, such as existing web
documents or messages supplied by users, are indexed by the system.
Then, users can add annotations to that resource which can be about
the document directly, or about the person who created it and the
context in which it was created. As users add annotations, they can in-
clude measures of Credibility and Reliability about a statement, which
are later averaged and presented to the viewer. These annotations are
available to anyone else using the system. Thus, users can assess the
quality and how much to trust information based on the document and
community annotations.

Another approach is to consider the trust for a collection of state-
ments. The structure of information on the Semantic Web is a graph.
Classes or instances are nodes and the relationships between them are
edges. Making statements about these graphs on the Semantic Web is
difficult because a graph is an abstract concept, not a named entity.
In [21], the authors propose a small extension to the RDF and OWL
foundations, allowing graphs to be named with a URI. This addition
means graphs can be signed with digital signatures and referred to in
other statements. From there, it follows that trust techniques can be
applied to an entire graph. These could include annotation methods,
such as those in the TRELLIS system, trust and provenance techniques
as described in the next section, or a combination of approaches.

In [46], the authors present a mechanism that ties trust derived from
social networks (discussed in depth in Chapter 4) to data asserted by
those people. Allowing users’ trust in the the author as representative
of their trust of a statement made by that author, users are able to
filter statements in a Semantic Web knowledge base. The authors also
discuss possible extensions of this type of filtering to inferred statements
within knowledge bases. This work begins to touch on issues of data
provenance, which we discuss throughly in the next section.
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2.4 Provenance on the Semantic Web

Provenance is the history of something; in computing, it is the history
of data. Provenance systems allow users to verify data, repeat anal-
yses, and discover dependencies. Knowledge about provenance helps
users verify the authenticity of data and decide how trustworthy it is.
It is particularly of interest in systems where the interconnections be-
tween data are important for judging its quality. In a sense, provenance
is designed to build trust. Knowing the history of data and the rela-
tionships among it can help users judge how much to trust the content.
Provenance also can describe who created data, leading to the use of
social relationships to judge how much trust should be placed in the
data.

The ability to automatically trace the dependencies between data
back to the source requires support within a system. On the web, the
Semantic Web is a natural fit for representing provenance, as it con-
tains explicit support for representing and inferring connections be-
tween data and processes, as well as for adding annotations to data.

There are many widely different approaches to representing prove-
nance and interacting with it, but some of the benefits offered by Se-
mantic Web techniques were presented in the Provenance Challenge
[86]. The challenge was designed to provide an application and set of
tasks that served as common ground for comparing provenance tech-
niques. It used a scientific workflow based on a series of transformations
over functional MRI images (see figure 2.3. Participants were instructed
to represent whatever information about the process they saw fit, and
to answer a series of sample queries over the data.

There had been some work on using Semantic Web technologies to
represent provenance in scientific workflows [113], and of the seventeen
submissions to the Provenance Challenge, four used RDF or OWL for
representing data [65], [36], [112], and [45]. That includes three of the
six teams who successfully answered all the challenge queries. While the
Provenance Challenge is a very specific example, it is designed to test
the systems’ capabilities for working with provenance, and the partic-
ipants have demonstrated that Semantic Web reasoning and querying
can be effective methods for handling provenance.
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With provenance on the web, the next step is using to to judge how
much information should be trusted. That determination can be made
by a user or automatically through sets of rules. For example, if some-
one discovers that one of the original files used in a scientific workflow
was corrupted, they can mark any derived files or conclusions drawn
from those files as untrustworthy. In an intelligence system, where raw
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intelligence is analyzed and conclusions become part of the knowledge
base, a user may decide that a particular conclusion was incorrect, and
would then mark any knowledge that depend on that conclusion as
untrustworthy.

Social factors can also be tied in to these systems. Provenance also
connects data to the people who created it. The authority, reliability,
and trustworthiness of the person who created information can be used
to judge the information itself. Some early work discusses the trust
and provenance in the information retrieval space [76]. Though written
before the emergence of web-based social networking, it eludes to the
potential for using them .Via a “web of vouching” - essentially a social
network with trust - the paper presents the idea of using social rela-
tionships to decide how much to trust information according to who
created it. Since social networks are also a prominent application on
the Semantic Web (see section 4.1.2), they can be directly integrated
with provenance.

2.5 Conclusions

In this chapter, we have looked at issues of trust in content on the
web, specifically data on the Semantic Web. Since its inception, trust
has been a critical part of the Semantic Web vision. We have reviewed
research on trusting statements generally as well as in the context of
provenance. As some of these papers have suggested, trust in content
can follow from trust in the people who created it. Furthermore, the
web is more than just content; services are an important part of it. It is
these two issues - trust in services and trust in people - that we address
in the next two chapters.
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Trust in Services

The most popular perception of P2P is as file sharing systems where
people can download free music and videos. In these cases, trust and
reliability are less important because users pay nothing for the service
and get files for free that they might otherwise have to pay for. However,
in business applications where users are paying to access information
provided by P2P systems or web services, the services must be secure
and reliable. This requires methods for authentication, authorization,
determining quality of service, and sharing this information. For a P2P
system or web service network to work, each node must correctly imple-
ment the network protocols and provide access to uncorrupted files. If a
node is not reliable, it can degrade the usefulness of the entire network.
Thus, the trust in a node can be estimated with respect to how well
it participates in the network, and that is determined by aggregating
data about many individual interactions.

Determining and managing trust in peers or services is a challenging
problem; it requires a system that can scale and handle the distributed
nature of the entities. In this chapter we will look a trust management,
algorithms for computing trust in peer-to-peer systems, and efforts for
encoding trust in web services.

19
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3.1 Trust Management

Khare and Rifkin [63, 64] present the issue of trust management as
asking the question “Is someone trusted to take some action on some
object?” On the web, people or agents interact with services, and the
services also interact with one another. Peer-to-Peer (P2P) environ-
ments and web services are two example domains where trust can be
especially critical, and in this section we look at trust management in
these domains.

When P2P or web service environments grow large enough to be in-
teresting, managing trust becomes a difficult problem . The probability
of interaction between two peers or services (call them nodes in the net-
work) grows smaller as the network grows larger. Thus, it is unlikely
that nodes will have any information about most others. If each node
were to broadcast data about its interactions, it would add a tremen-
dous overhead to the network. Generally, the network will also be too
big for each node to maintain information about the trust of every
other. A centralized service that collects, computes, and provides trust
information about other nodes in the network is one solution, but that
does not scale in large distributed systems. Furthermore, while a cen-
tralized system is effective, it requires disclosure of identity that some
users may find unacceptable; a distributed system allows for greater
anonymity, though with increased risks of identity hijacking [79].

In the P2P space, the most basic trust management systems in-
volve polling. Each node keeps a record of its transactions with other
peers, and a rating of the trust in its partners. When a node wants
to discover a rating for an unknown peer, it broadcasts a request for
information. The node’s neighbors then propagate the request to their
neighbors, and so on until a time limit is reached. This is the basis of
the approaches used in [27] and [29]. These methods can be effective,
but they require much bandwidth and computing power. As such, they
were followed-up by management systems and search methods designed
to be more efficient with respect to the network.

A decentralized approach to trust management in P2P systems is
presented by [6], where each node is assigned a subset of trust ratings
to store. In their system, a peer can register a complaint if it has a
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bad transaction with another. To guard against retaliatory complaints,
reputations are determined by the product of complaints against the
node and complaints registered by the node. To store this data in a way
that all nodes can access it, the system uses a P-Grid [5], where each
node is associated with a path of a virtual binary search tree with depth
two. Nodes store complaints about nodes for which the associated path
corresponds to the prefix of the data key, and a routing table allows
a node to forward requests to other nodes in the network. Figure 3.1
illustrates a sample query for complaints about node 6, represented by
the binary key 100. This system allows each node to only store a subset
of the complaints, and the data can be duplicated (e.g. for path “00”
in the figure), protecting against failures or fraud.

The NICE [96] system is a platform for cooperative distributed sys-
tems, and provides another example of distributed trust management
for P2P systems. In contrast to the previous approach, each node stores
the trust ratings assigned to it by others. When two nodes complete a
transaction, an edge is added between them in the graph. Each node
creates a signed statement (called a cookie) that describes the quality
of a transaction with a real valued trust rating in the [0,1] interval.
The partner in the transaction can store the cookie to prove to other
nodes that is should be trusted later on. If a node (Alice) wants to use
resources from another node (Bob), Alice can either present a cookie
from Bob to prove that she is trustworthy, or, if there is no history be-
tween Alice and Bob, Alice can search for Bob’s cookies in the network.
She begins by seeing if any neighbors for which she has cookies have
a cookie from Bob. If so, she can present Bob with two cookies: one
from Bob to the intermediary, and one from the intermediary to Alice.
This process is iterated, so Alice may ultimately present Bob with a set
of cookies representing trusted paths from him to her in the network.
Naively, this search can be highly inefficient, but effective P2P search
structures can be implemented on top of NICE to make a better search.
Once Bob receives this set of trust values, he can infer how much to
trust Alice. Details on this trust inference algorithm are presented in
section 3.2.

BambooTrust [69] is a trust management system with a peer-to-
peer architecture designed for large scale public computing platforms
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Fig. 3.1 Example of the P-Grid data management system, taken from [6].

like the Grid. It is based on XenoTrust [32], a trust management ar-
chitecture for the XenoServer project. XenoTrust has mechanisms for
storing trust or reputation, and rules for sharing that in a distributed
environment. XenoTrust maintains aggregated trust information based
on rule-sets created by users. Because XenoTrust is designed for super-
computing environments, BambooTrust translates it to a distributed
open architecture that is a better fit for public computing systems.
On top of the XenoTrust model, BambooTrust adds an architecture
for storing reputation in a distributed way and includes methods for
retrieving that data.

On the web service side, [16] developed the idea of trust manage-
ment as an alternative to authorization schemes. They present a lan-
guage for writing policies that limit access to online resources, and for
describing credentials that are used to gain access. These were em-
bedded in PolicyM aker, and later in the KeyNote trust management
system. Applications define their own policies that outline the creden-
tials necessary to access their resources. When a person or other agent
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Fig. 3.2 The KeyNote trust management architecture. Remote agents connect to applica-
tions that rely on a Keynote backend to determine access to resources.

attempts to use the application, they must provide proof that they
satisfy the requirements of the policy. Applications make queries to a
Keynote interpreter to verify if access should be granted (see figure
3.2). This basic technique is used in more modern web service policy
systems, discussed in section 3.3.

A framework for decentralized trust management is also presented
in [60]. The authors consider the task of authorizing users to access a
web service in the system, the delegation of access (e.g. if a professor
has access to a service controlling a projector in a classroom, that access
can be delegated to a visitor who wants to project a presentation), and
the data structures and ontologies to support that.
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3.2 Computing Trust in Peer-to-Peer Systems

Trust management models describe how trust information is stored and
shared in P2P systems. Once the information is collected about a node,
it must be composed into a recommendation of how much to trust the
node. Methods for computing trust range from simple to advanced; it
is important to note the separation of the trust management compo-
nent from the trust computation component. A very advanced trust
management system may use a simple average to compute trust from
the collected values, and vice versa.

There is significant overlap between algorithms for computing trust
in P2P networks and algorithms for computing it in social networks;
many algorithms can be applied in either domain. In this section we
present the methods designed specifically for use in P2P networks, and
chapter 4 will present similar algorithms for social networks.

If trust is valued continuously in a range, the trust in a node can
be computed as a simple average of the trust ratings assigned to it by
its neighbors. The trust computation method in [6] uses a binary trust
valuation. In that model, the trust computation is also straightforward;
if a node is caught cheating by any node with which it interacts, it is
marked as globally untrustworthy.

[111] also uses a relatively simple scale for trust, with ratings as
-1, 0, or +1. This model builds a social network among peers where
edges contain the trust ratings between peers. Trust ratings (as well
as changes in trust ratings) propagate through the network. To update
node j’s trust in node i (given by T};(i)), it receives testimonies (F£)
from its neighbors. Each testimony is a product of node j’s trust in its
neighbor and the neighbor’s trust in the next node on the path. For
a path x, the testimony that node j receives about node i is given by
E;(i) = T;(k)Ti(k + 1). Node j then averages all the testimonies it
received about node 7 and updates its trust value. At time ¢ + 1, the
trust node j has in node i is given by T;H(z’) = Tj(i) — E|Tj(i)|) if the
signs of £/ and T} are the same, or T;H(z’) = T}(i) + lfmin{ﬂE“;(i)MEH.
Essentially, at each time step the trust value is updated up or down ac-
cording to the testimonies received, and how trustworthy the witnesses

are.
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Fig. 3.3 A network with trust values indicating how much the source of the edge trusts the
sink. Ratings are on a 0-1 scale where 0 is low trust and 1 is high trust. Taken from [96].

In the NICE system [96], discussed in section 3.1, nodes who have
never interacted can infer a trust value based on paths in the net-
work. Consider figure 3.3 where Alice wants to know how much to
trust Bob. Two possible methods are offered for inferring a trust value.
Alice could choose the strongest path, determined either by the path
with the highest minimum value (AEF B in the figure) or by the path
with the highest product of all values on the path, and use the lowest
value on that path as the inferred value for Bob. The other option is
a weighted average of strongest disjoint paths. The weights in the av-
erage are given by Alice’s trust in her direct neighbors. This system is
robust in that it does not consider any trust value twice.

The EigenTrust algorithm [61] considers trust as a function of cor-
rupt vs. valid files that the node provides. A peer maintains information
about the trust is has in its peers with which it has interacted based
on the proportion of good files it has received from that peer. For one
peer to determine the trust it should have in another with which it has
not interacted, it needs to gather information from the network and
infer the trust. The EigenTrust algorithm calculates trust with a vari-
ation on the PageRank algorithm [90], used by Google for rating the
relevance of web pages to a search. A peer creates a direct trust rating
for another peer based on its historical performance. In its simple form,
the algorithm uses a matrix representation of the trust values within
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Fig. 3.4 A simple Bayesian network model of trust based on aspects of performance, taken
from [106]. The model shows trust being computed in a File Provider (FP).

the system and over a series of iterations it converges to a globally
accepted trust rating of each peer. Because of safeguards built into the
system, FigenTrust has been shown to be highly resistant to attack.

A Bayesian network-based trust model is proposed in [106]. In their
system, each node maintains a small Bayesian network with information
about different aspects of trust. Figure 3.4 shows an example where
the node considers download speed, file quality, and file type when
deciding whether or not to trust another node. If a node does not have
the necessary information, it can ask other peers for recommendations.
Those recommendations are aggregated with a weighted average, where
those weights come from a comparison of peers’ Bayesian networks.

One problem that is common to all of these algorithms, and those
that will be discussed in Chapter 4, is how to treat new users. When a
peer joins the system, it has no history and no connections. By default,
new users are generally given a low level of trust, which makes it difficult
for them to interact in the system and develop trust. Some systems
present mechanisms to try to handle this; for example, in [79], the P2P
system borrows relationships from existing social networks to create an
initial set of trusted relationships for a node. However, in general the
bootstrapping problem is a challenge for systems that use trust based
on history.
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3.3 Trust in Web-Services

The public first learned of the Semantic Web through an article in
Scientific American by Tim Berners-Lee, James Hendler, and Ora Las-
sila in [15]. There, they presented a vision of devices, applications, and
services working together seamlessly in a web-based environment. In
particular, the agents, people, and services they describe have trust in
one another:

“The agent promptly retrieved information about
Mom’s prescribed treatment from the doctor’s agent,
looked up several lists of providers, and checked for the
ones in-plan for Mom’s insurance within a 20-mile ra-
dius of her home and with a rating of excellent or very
good on trusted rating service.”

and

“Lucy’s agent, having complete trust in Pete’s agent in
the context of the present task, automatically assisted
by supplying access certificates and shortcuts to the
data it had already sorted through.” (emphasis added).

The trust described here is different than the quality of service-
based trust of peer-to-peer systems. While trust is still used to control
interactions between services, web service trust regulates the service
requester’s access to the service provider. Some of this is done through
secure authentication schemes. This builds user trust in the web service
because access and identities protected. Beyond authentication, web
services can build trust in more complex ways through policies that
specify requirements for access. The research that has risen up around
trust in web services captures this, with work on policy specification,
trust negotiation, and evaluation. Web service policy is a broad space,
and in this section, we will restrict our coverage to an overview of the
efforts and core concepts in using policies for trust in web services.

On the web, describing policies requires a language. There are many
proposals for ontology languages to specify policies, including [72],
[25], [48], and XACML [75] to name just a few. Web Service Policy
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(WS-Policy [103]) is the current standards effort toward developing a
a framework for representing web service policies. Both XACML and
WS-Policy are XML-based languages, and recent work has provided a
formal semantics for them using OWL-DL [67], [66]. This allows for
existing Semantic Web tools to be used for evaluating policies, and
improving trust.

Within WS-Policy, a policy assertion represents a behavioral re-
quirement or property, such as quality of service or transport protocol.
Policy assertions are collected into policy alternatives. A policy is a
group of policy alternatives. These policies can specify authentication
schemes, transport protocol, privacy policies, or quality of service char-
acteristics among other things. These build trust in both directions.
Users will be more likely to trust the services because of these features,
and the services know they are interacting with trusted authenticated
individuals.

The Web Services Trust Language (WS-Trust) [1] is built to create
and broker trust relationships between parties by issuing and verifying
tokens. These tokens reflect one service’s credentials to access another
service. The foundations for issuing a token can be based on a policy or
other security qualifications. Trust can be established directly between
services, or brokered when necessary. In a brokered trust relationship,
the an intermediate third party can vouch for one party to another.

To satisfy a policy, services must often exchange credentials - asser-
tions that describe the service’s attributes. This exchange takes place
so the requester can prove it satisfies the provider’s requirements. Since
some credentials are sensitive, a requester may require credentials from
the provider, so prove that it should share the sensitive information.
This exchange is a trust negotiation, and it requires frameworks, strate-
gies, and models to be implemented.

There are several frameworks for negotiating trust. The Trust-
Builder framework [108] describes strategies and protocols for nego-
tiation, including which credentials to disclose and how to end ne-
gotiations. The Trust-Serv framework [98] provides a higher level of
support. They use a state machine model for representing trust negoti-
ations, upon which different strategies can be deployed. PeerTrust [87]
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is another framework for trust negotiation on the Semantic web. It uses
guarded distributed logic programs to express and negotiate trust on
the web. Digital credentials are used to prove access rights, and the
negotiation process helps protect sensitive credentials from falling into
the wrong hands.

Once policies have been specified, and credentials exchanged, trust
management systems determine if a requested action conforms to the
provider’s policies given the requester’s credentials. Most of the frame-
works mentioned above include policy evaluation mechanisms, and the
work in [66] allows OWL reasoners to be used for evaluating WS-Policy
and XACML policies.

3.4 Conclusions

In this chapter we have looked at how trust applies to services on the
web, particularly in P2P systems and web services. In P2P, trust is
generally determined by the attributes of peers - performance, price,
speed, etc. The challenges to using trust is in managing and propagating
that information through the network. We have seen several frameworks
and algorithms that support this. For web services, some similar issues
apply. Research in this space has gone a step beyond the techniques
used in P2P, to involve complex access control policies and negotiations,
which protect the information sent by both parties.






4

Trust in People

We have seen that “trust” is used in a variety of ways in comput-
ing literature. Social trust is emerging as an important computational
problem. In open and distributed systems, like the web, people and or-
ganizations can be anonymous. Applications also bring together infor-
mation from a variety of distributed sources, often in ways hidden from
the user. Deciding who and what information to trust can be difficult
in environments where the user does not have any direct knowledge of
them. The dramatic proliferation of social networks and participation
in online communities has created a data source from which trust rela-
tionships can be studied, computed, linked to data, and integrated into
interfaces. Thus, the need for social trust and the ability to compute it
have co-evolved.

Social Networking is one of the largest movements on the web, with
hundreds of millions of user accounts among hundreds of different net-
works. Within those networks, users can express trust in other users in
a variety of ways. Because this data is on the web and, therefore, public,
the networks and trust relationships can be harnessed. The social net-
works where this trust is stored serve as trust management systems for
trust in people; they maintain the trust values and provide a point of
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interaction where those values can be accessed and aggregated. In this
section, we will see an overview of trust in web-based social networks
and look at the different algorithms for computing trust relationships
between individuals with no direct connection.

4.1 Web-Based Social Networks

Web-based social networks (WBSN) have grown quickly in number
and scope since the mid-1990s. They present an interesting challenge
to traditional ways of thinking about social networks. First, they are
large, living examples of social networks. It has rarely, if ever, been
possible to look at an actual network of millions of people without
using models to fill in or simulate most of the network. The problem
of gathering social information about a large group of people has been
a difficult one. With WBSNs, there are many networks with millions
of users that need no generated data. These networks are also much
more complex with respect to the types of relationships they allow.
Information qualifying and quantifying aspects of the social connection
between people is common in these systems. This means there is a
potential for much richer analysis of the network.

There are about 250 websites dedicated to social networking, i.e.
they have explicit support for users to build and browse lists of
friends. This includes websites like MySpace, Facebook, Orkut, and
CyWorld but does not include many dating sites, like Match.com, and
other online communities that connect users, such as Craig’s List or
MeetUp.com. The latter group of sites also contain social network in-
formation, but we do not consider them to be “Web-based Social Net-
works” .

WBSNs have many purposes. We group them into the following
general categories:

¢ Blogging
® Business
® Dating
® Pets

® Photos
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e Religious
e Social/Entertainment

A list of all social networks we know of is maintained at
http://trust.mindswap.org/. There is incredible diversity among the
sites in all dimensions. They range from having hundreds of millions
of users to only a few dozen. They also have a range of expressivity
about relationships between people. Some limit social connections to
a basic friendship relationship while others provide many relationship
types and options to carefully describe how people know each other.

4.1.1 Growth of Social Networks

There has been dramatic growth in the number and size of these net-
works. The number of sites almost doubled over the two year period
from December 2004 to December 2006, growing from 125 to 223. Over
the same period, the total number of members among all sites grew
four-fold from 115 million to 490 million [42].

The size of individual networks ranges widely from a few dozen
members to over 200 million members. In late 2006, the largest site
(mySpace with more than 150 million members at the time) is nearly an
order of magnitude larger than the largest site in 2004 (Tickle with 18
million members). As would be expected with this kind of growth, the
number of WBSNs with over a million members has increased sharply
from eighteen in late 2004 to 41 in late 2006. While the number of sites
has doubled and the total membership has increased manyfold, the
pattern of distribution of members, as shown in figure 4.1, is basically
the same.

4.1.2 FOAF: Social Networks on the Semantic Web

Many people maintain accounts at multiple social networking websites.
It is desirable, for example, to keep information intended for business
networking separate from information about dating. People’s bosses or
colleagues certainly do not need to know that they enjoy long walks on
the beach. At the same time, users put significant effort into maintain-
ing information on social networks. Multiple social network accounts
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Fig. 4.1 Distribution of members among social networking websites in 2004. Sites are ranked
from the most populated to least. Note the y-axis is a logarithmic scale.

are not just for compartmentalizing parts of their lives. A person may
have one group of friends who prefer MySpace, another group on Face-
book, like the quiz features of Tickle, and have an account on one or
two religious websites to stay connected to that community.

At the same time, from the perspective of managing an entire set
of social connections that are spread across sites, it is advantageous
to merge all of those connections together into one set of data. In
a merged social network, friends who have multiple accounts would
be represented as a single person. Information about the user that is
distributed across several sites also would be merged. The Friend-of-
a-Friend (FOAF) Project [33] is a potential solution to sharing social
networking data among sites, and this section introduces how that is
being done.

Rather than a website or a software package, FOAF is a framework
for representing information about people and their social connections.
The FOAF Vocabulary [19] contains terms for describing personal in-
formation, membership in groups, and social connections. The property
“knows” is used to create social links between people (i.e. one person
knows another person).

Using the basic features of RDF and OWL, it is easy to indicate that
information about a person is contained in several documents on the
web and provide links to those documents. Any tool that understands
these languages will be able to take information from these distributed
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sources and create a single model of that person, merging the properties
from the disparate sites.

If a website builds FOAF profiles of its users, it allows the users
to own their data in a new way. Instead of having their information
locked in a proprietary database, they are able to share it and link it.
Some WBSNs are already moving in this direction. At current count, 21
web-based social networks are creating FOAF files for over 15,000,000
users.

With this information, a user with accounts on all of these sites can
create a small document that points to the generated files. A FOAF
tool would follow those links and compile all of the information into a
single profile. Aside from the benefit to users who are able to merge
their data, websites are also able to benefit from FOAF data on the
web. For example, a website could suggest connections to other users
in their system if FOAF data from another site shows a connection
between the two people. Some user information could be pre-filled in if
it is contained in a FOAF file somewhere else. By enhancing the user
experience, a site becomes easier and more attractive to use.

FOAF is being extended by other groups to add complexity to the
way people can describe their relationships. There is a Trust Module for
FOAF [47] that allows people to rate how much they trust one another
on a scale from 1 - 10. Trust can be assigned in general or with respect
to a particular topic. There is also FOAF Relationship Module [30]
with over thirty terms for describing the relationships between people,
including “lost contact with”, “enemy of”, “employed by”, “spouse
of”  and others along those lines. A WBSN could co-opt these terms,
or define its own set of relationship terms or personal characteristics to
include in the FOAF data about its users.

4.2 Computing Trust in Social Networks

When two individuals know each other, know how much to trust one
another. Two people who are not directly connected do not have a
foundation for knowing about trust. However, the paths connecting
them in the network contain information that can be used to infer how
much they may trust one another.
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Fig. 4.2 An illustration of direct trust values between nodes A and B (t4p5), and between
nodes B and C (¢tp¢). Using a trust inference algorithm, it is possible to compute a value
to recommend how much A may trust C (tac).

For example, consider that Alice trusts Bob, and Bob trusts Charlie.
Although Alice does not know Charlie, she knows and trusts Bob who,
in turn, has information about how trustworthy he believes Charlie is.
Alice can use information from Bob and her own trust in Bob to infer
how much she may trust Charlie. This is illustrated in Figure 4.2.

Many of the algorithms for computing trust in P2P networks can be
directly applied to social networks. However, there are also some unique
features of social networks that require different algorithmic features.

There are several algorithms that infer trust relationships by utiliz-
ing the trust values along paths connecting the source and sink. They
output a recommendation to the source about how much to trust the
sink. In this section we present several of the most prominent trust in-
ference algorithms. It is difficult to compare the performance of these
algorithms, because they are designed for different purposes.

4.2.1 Properties of Trust

Even though the algorithms presented in this section function in many
different ways, there are properties of trust that they rely on. In this
section, we discuss the functional properties of trust that play a role in
inference methods.

4.2.1.1 Composability and Transitivity

The primary property of trust used in many of the algorithms is a lim-
ited kind of transitivity. Trust is not perfectly transitive in the mathe-
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matical sense; that is, if Alice highly trusts Bob, and Bob highly trusts
Chuck, it does not always and exactly follow that Alice will highly trust
Chuck. There is, however, a notion that trust can be passed between
people. When we ask a trusted friend for an opinion about a plumber,
we are taking the friend’s opinion and incorporating that to help form
a preliminary opinion of the plumber. Generally, when encountering
an unknown person, it is common for people to ask trusted friends for
opinions about how much to trust this new person. Computationally,
this idea of propagating trust along chains of connections (thus exploit-
ing some form of transitivity) has been widely studied and implemented
[49, 50, 57, 82, 116, 39).

Transitivity describes how a trust rating can be passed back through
a chain of people, but trust from multiple sources must also be com-
posed together in all of these algorithms. Exactly how to compose trust
is handled differently in each algorithm, but the fact that it can be
composed is essential to all of them.

4.2.1.2 Personalization, Symmetry, and Context

Another important consideration with trust is the context. A person
may trust someone to recommend a restaurant, but not to fix a car.
The algorithms discussed below all impose a context on the trust values
used. Similarly, the P2P trust inference algorithms discussed in section
3.2 have a very specific P2P context for judging trust.

Another property of trust that is important in social networks is the
personalization of trust. Trust is inherently a personal opinion. Two
people often have very different opinions about the trustworthiness of
the same person. For an example, we need only look to politics. In the
United States, the population will be split when asked, “do you trust
the current President to effectively lead the country?” Some will trust
him very highly, and the others will have very little trust in his abilities.

When trust is personalized, the asymmetry of trust is also impor-
tant, and it reflects a specific type of personalization. For two people
involved in a relationship, trust is not necessarily identical in both di-
rections. Because individuals have different experiences, psychological
backgrounds, and histories, it is understandable why two people may
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trust each other different amounts. For example, parents and children
clearly trust one another at different levels, since the children are not
capable of many tasks. This strong asymmetry can occur in other re-
lationships where the people involved are on close social levels. This
can be carried out fully to ”one-way trust” where circumstances force
one person to trust the other, but there is no reciprocal trust [53, 26].
However, most asymmetry is not as extreme as any of those circum-
stances. Most trust is mutual [53] in that each party has some trust for
the other, but there are still often differences in how much they trust
one another. For example, employees typically say they trust their su-
pervisors more than the supervisors trust the employees. This is seen
in a variety of hierarchies [110]. Asymmetric trust can arise in any rela-
tionship, and representations of trust relationships in models of social
networks must allow for these differences.

One of the major distinguishing characteristics of a trust inference
algorithm is whether it considers personalization, and is a local trust
algorithm, or if it computes a single trust value for each user, and is
global trust algorithm. The global approach is appropriate in applica-
tions where trust reflects behavior that is universally considered good
or bad. For example, if trust is used to permit or deny rights to publish
content within a collaborative website, a global trust algorithm would
be appropriate since basically all users agree on general notions of good
content and bad (e.g. spam). In other contexts, a local metric may be
more appropriate. Local trust inference algorithms compute different
values for the sink based on who the source is. When the application is
one that is opinion-based, and there is no shared idea of good and bad
or right and wrong, a local trust metric should be used to compute a
rating that most closely matches the preferences of the source.

4.2.2 Trust Inference Algorithms

Advogato is a website, at http://advogato.org, that serves as a commu-
nity discussion board and resource for free software developers. It also
is the testbed for Raph Levien’s trust metrics research [73]. Each user
on the site has a single trust rating calculated from the perspective of
designated seeds (authoritative nodes). Trust calculations are made us-
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ing the maximum trust flow along a path from one of the authoritative
seeds to the user. His metric composes certifications between members
to determine the trust level of a person, and thus their membership
within a group. Users can be certified at three levels: apprentice, jour-
neyer, and master. Access to post and edit website information is con-
trolled by these certifications. Like EigenTrust, the Advogato metric
is quite attack resistant. By identifying individual nodes as “bad” and
finding any nodes that certify the “bad” nodes, the metric cuts out an
unreliable portion of the network. Calculations are based primarily on
the good nodes, so the network as a whole remains secure. It is a global
trust algorithm because the same seeds are used to make calculations
for every user. Advogato is also a group trust metric because it uses
groups to determine who can post messages. A common alteration to
Advogato sets the user as the single seed, thus converting it to a local
metric with personalized calculations.

Richardson et. al [82] use social networks with trust to calculate
the belief a user may have in a statement. This is done by finding
paths (either through enumeration or probabilistic methods) from the
source to any node which represents an opinion of the statement in
question, concatenating trust values along the paths to come up with
the recommended belief in the statement for that path, and aggregating
those values to come up with a final trust value for the statement. Their
paper intentionally does not define a specific concatenation function
for calculating trust between individuals, opting instead to present a
general framework as their main result. To test their algorithms, they
do choose a concatenation function (multiplication) and demonstrate
the accuracy of their results using the Epinions network.

TidalTrust [39] is a trust algorithm that also uses trust values within
the social network. It is a modified breadth-first search. The source’s
inferred trust rating for the sink (¢sourcesink) is a weighted average if
the source’s neighbors’ ratings of the sink. The source node begins a
search for the sink. It will poll each of its neighbors to obtain their
rating of the sink. If the neighbor has a direct rating of the sink, that
value is returned. If the neighbor does not have a direct rating for
the sink, it queries all of its neighbors for their ratings, computes the
weighted average, and returns the result. Each neighbor repeats this
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process. Essentially, the nodes perform a breadth first search from the
source to the sink. In this algorithm, nodes keep a running record of the
search depth and the minimum trust value along each path. These are
available to limit the information that is considered so that the result is
as accurate as possible. TidalTrust was evaluated in two social networks
and shown to predict trust values that were within approximately 10%
of the known values.

MoleTrust [80] works in two steps. The first builds a directed acyclic
graph from the source to all nodes within a fixed distance, known as
the T'rustPropagationHorizon. Cycles are removed by deleting edges
from a node to another node that is equidistant or closer to the source.
The second step uses this DAG to compute trust in the sink. MoleTrust
first computes the trust score of all the users within one step of the sink,
then of all the users within two steps, and so on. Once the trust values
for the intermediate nodes are computed, they are used to compute the
trust in the sink. That value is given by the average of the incoming
trust values to the sink, weighted by the computed trust in the nodes
that assigned those trust values. To improve accuracy, the algorithm
ignores any information from nodes whose trust value is less than 0.6
on a 0-1 scale. Note that it is only possible to compute trust in the sink
if it is within the trust propagation horizon of the source.

Ziegler and Lausen [116] propose a trust algorithm called Appleseed.
Like Advogato, it is a group trust metric. However, instead of using
maximum flow, it employs spreading activation strategies to produce
a trust ranking of individuals in the network. They modify traditional
spreading activation models to account for trust decay. Consider figure
4.3. Without trust decay, the trust rank node a computes for node b
will be the same as the trust rank for node d. However, as paths grow
longer, we would expect the trust to decrease to account for uncertainty.
This is decay is built into algorithms like TidalTrust and MoleTrust,
and is made explicit in Appleseed. The algorithm also handles cycles,
normalization of trust values, and backward propagation. When it is
run, Appleseed is run repeatedly. At each step the trust rank of a
node is updated, and because social networks contain cycles, the rank
will converge. The algorithm terminates when the difference in rank
between step ¢t — 1 and t is within a specified threshold.
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Fig. 4.3 A small sample social network. With no trust decay in the Appleseed algorithm,
a would compute equal trust ranks for b and d).

If trust is used to support decision making, it is important to have
an accurate estimate of trust when it is not directly available, as well
as a measure of confidence in that estimate. The algorithms described
above address confidence within their trust estimates by limiting the
depth of searches or applying thresholds on trust. The SUNNY algo-
rithm [70] computes trust with an explicit probabilistic interpretation
for confidence in social networks. Confidence can be derived from ex-
plicit user statements or by using other data available in the system
that hosts the social network. SUNNY uses a probabilistic sampling
technique to estimate confidence in the trust information provided by
some designated sources. SUNNY computes an estimate of trust based
on only those information sources with high confidence estimates, and
outputs both the computed trust value and a confidence estimate in
that value.

Guha et al. [50] present a method for propagating both trust and
distrust through social networks. Propagating distrust is a difficult is-
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sue. Consider figure 4.2, and let the edges represent distrust relation-
ships. If A distrusts B, and B distrusts C, what opinion can A form
about C? Should A trust C, following the idea that “the enemy of
my enemy is my friend”, or should A distrust C even more than B, be-
cause “if someone I distrust as much as B can’t even trust C, I certainly
should not”. [50] presents these options as multiplicative and additive
distrust propagation respectively. The problem in choosing a method is
that it requires an understanding of the context and the user’s intent.
For these reasons, the authors in [50] do not commit to a particular
type of propagation. Instead, they conduct a series of experiments us-
ing Epinions with a variety of trust and distrust propagation methods.
They also focus on techniques for rounding the final values to make
them discrete, as is often how they are assigned in the systems. The
authors conclude that the combination of techniques most appropriate
will vary depending on the application and context.

Distrust propagation is handled in another local trust method based
on subjective logic called TNA-SL [58]. To propagate distrust, all of the
intermediate nodes along a path must have positive trust; this avoids
the problem of a chain of distrust that must be interpreted.

Given the difficulty of crafting algorithms that deal with distrust
as a separate dimension while respecting intuition, and given the fact
that no one so far has presented a compelling case that evaluation of
distrust has a separate role to play from that of evaluation of trust,
we would have to argue that understanding distrust should not be a
central topic of research in this field.

4.3 Conclusions

The web has always been a place where people interact with infor-
mation and increasingly it is a place where people interact with one
another. Social networking has become an important movement on the
web in general, and on the Semantic Web, via FOAF, in particular.
For human interactions, trust will always be an important relation-
ships, and that is reflected in the research about trust between people
on the web.

In this chapter we have looked at the properties and dynamics of



4.3. Conclusions 43

web-based social networks, and algorithms for computing trust in those
networks. Unlike trust in P2P and web service networks, the application
that uses the trust values is not paired directly with social networks.
In the next chapter, we explore some applications that are independent
of but utilize trust from social networks.
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Applications

So far, we have looked at trust in services, people, and content. When
trust is established, the natural next step is to create applications that
take advantage of those values. In this chapter, we look at a range
of applications that utilize trust, including recommender systems and
email filters.

5.1 Recommender Systems

Recommender systems help users identify items of interest. These rec-
ommendations are generally made in two ways: by calculating the simi-
larity between items and recommending items related to those in which
the user has expressed interest, or by calculating the similarity between
users in the system and recommending items that are liked by similar
users. This latter method is also known as collaborative filtering.
Collaborative filtering (which does not rely on social networks) has
been applied in many contexts, MovieLens [54], Recommendz [37], and
Film-Conseil [91] are just a few examples. Herlocker, et al. [55] present
an excellent overview of the goals, datasets, and algorithms of collabo-
rative filtering systems. There are several challenges to these systems.

45
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Since collaborative filtering relies on computing similarity measures
between users, new users pose a problem because they do not have
any items rated that would allow similarity to be computed. Secondly,
even for users with many ratings, the datasets are often sparse such
that pairs of users have very few items in common. An alternative to
traditional collaborative filtering is to use trust in place of similarity.

For this technique to be successful, there must be a correlation be-
tween trust and user similarity. Abdul-Rahman and Hailes [2] showed
that in a predefined context, such as movies, users develop social con-
nections with people who have similar preferences.

These results were extended in work by Ziegler and Lausen [115]
that showed a correlation between trust and user similarity in an em-
pirical study of a real online community. Using All Consuming !, an
online community where users rate books. The authors showed that
users were significantly more similar to their trusted peers than to the
population as a whole. This work was extended in [114] which extended
the analysis on the All Consuming community and added an analysis.
The second result in [114] used the FilmTrust system[40] (described
below) where users have stated how much they trust their friends in a
social network and also rated movies. Within that community, results
also showed a strong correlation between trust and similarity in movie
ratings.

Beyond general similarity, [41] presents a controlled study to iden-
tify nuanced similarity measures that reflect trust. Consider the case
where two users rate the same 10 movies. This includes the favorite
and least favorite movies of the first user. If the second user hates the
favorite movie and loves the least favorite movie, but agrees perfectly
on the other 8 films, overall similarity will be high. However, if the sec-
ond user agrees perfectly on the favorite and least favorite movie, but
has some differences on the other 8, similarity will be lower, but trust
may not be lower. Intuitively, agreement on movies that are impor-
tant to the first user will have a bigger impact on trust. The study in
[41] identified three similarity measures that significantly impact trust:
overall similarity (confirming the results in [115] and [114]), similarity

Lhttp://allconsuming.net/
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on items with ratings on the extreme ends of the scale (as in the ex-
ample given here), and the single largest difference between users. The
results also showed that individuals’ propensity to trust varies greatly
from one person to the next, and that also significantly impacts trust
ratings they assign. These survey results were composed into a formula
for estimating trust based on rating similarities, and verified within the
FilmTrust system.

Furthermore, there is evidence to support that users will prefer sys-
tems with recommendations that rely on social networks and trust re-
lationships over similarity measures commonly used for making recom-
mendations. Research has shown that people prefer recommendations
from friends to those made by recommender systems [97] and that users
prefer recommendations from systems they trust [101]. By producing
recommendations through the use of trust in social networks, both of
those user preferences are addressed. Recommendations come through
a network of friends, and are based on the explicit trust expressed by
the user. While this is certainly not the same as having recommenda-
tions come directly from friends, social trust-based recommendations
reflect a more nuanced type of similarity than is used by traditional rec-
ommender systems [41], and thus they may come closer to capturing
some of the benefits that users find in recommendations from friends.

Empirical results show that trust can improve recommendations.
Some of those results are described in the particular applications be-
low. O’Donovan and Smyth [88] performed an analysis of how trust im-
pacts the accuracy of recommendations in recommender systems. Using
the MovieLens dataset [85], they create trust-values by estimating how
accurately a person predicted the preferences of another. Those trust
values were then used in connection with a traditional collaborative
filtering algorithm [68], and an evaluation showed significant improve-
ment in the accuracy of the recommendations.

Massa and Bhattacharjee [81] also conducted a study on the ap-
plicability of trust in recommender systems. Their study relied on the
user ratings of products and trust ratings of other users from epinions 2
as their dataset. Using a trust propagation algorithm, similar to those

2http://epinions.com
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described in section 4.2, they showed that trust based recommenda-
tions could perform significantly better than those based on similarity
alone.

With this background as motivation, there have been several appli-
cations developed to utilize social trust to create predictive recommen-
dations.

5.1.1 FilmTrust

FilmTrust [40], at http://trust.mindswap.org/FilmTrust, is a website
that uses trust to make movie recommendations. Within the site, users
can rate movies and write reviews. They also maintain friends lists,
as is typical of social networking websites, and they also assign trust
ratings to indicate how much they trust their friends about movies.

This information is combined on the movie information pages in the
system (see Figure 5.1). Users are shown two ratings for each movie.
The first is the simple average of all ratings given to the film. The
“Recommended Rating” is a weighted average of the movie ratings
where the weights are given by the user’s trust in each person who
rated the film.

The “Recommended Rating” is personalized using the trust values
for the people who have rated the film (the raters). First, the system
searches for raters that the source knows directly. If there are no direct
connections from the user to any raters, the system moves one step
out to find connections from the user to raters of path length 2. This
process repeats until a path is found. The opinion of all raters at that
depth are considered. Then, using a trust inference algorithm, the trust
value is calculated for each rater at the given depth. Once every rater
has been given an trust value, only raters trusted above a specified
threshold will be selected. Finally, once the raters have been selected,
their ratings for the movie (in number of stars) are averaged, with
trust values used as a weight. This average is rounded to the nearest
half-star, and that value becomes the “Recommended Rating” that is
personalized for each user.

The accuracy of this approach was judged by comparing the trust-
based recommendation with the user’s know rating of a movie. Error



5.1. Recommender Systems 49

Your Home  Search People Search Movies Invite Friends
Your Profile  Your Friends Your Movies

A Clockwork Orange (1971)

User Options

Your Rating: You have reviewed this film:
I read the book before
seeing the movie, and the
e ——T book had a poin ...
0.5 stars | Edit Review - Delete Review

Update

Ratings of A Clockwork Orange (1971)

Number of Ratings sl

Average User Rating [F**x ]
Your Recommended Rating [ ]

Your Rating EI

Fig. 5.1 A sample of a recommended rating in the FilmTrust system.

was measured as the absolute difference. This was compared to the er-
ror using the simple average rating of a movie as the recommendation,
and the predictive rating generated by a simple correlation-based au-
tomated collaborative filtering algorithm. Results are shown in figure
5.2.

For all users and all movies, the three techniques perform statisti-
cally identically. However, intuition suggests that trust-based recom-
mendations will be most effective when the user is different from the
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Fig. 5.2 Accuracy of predicted ratings in the FilmTrust system. The y-axis is a measure of
error, and these results show error increases more slowly for the trust-based ratings as the
user’s opinion grows different from the average.

general population.

Results showed that when the user’s rating of a movie is different
than the average rating, it is likely that the recommended rating will
more closely reflect the user’s tastes. As the magnitude of this difference
increases, the benefit offered by the trust-based recommendation also
increases. Based on these findings, the recommended ratings should be
useful when people have never seen a movie.

5.1.2 Moleskiing

Moleskiing [11], at http://moleskiing.it, is another real system built
to utilize trust ratings in a recommender system. The subject of the
website is ski mountaineering. Their goal is to make the activity safer
by collecting information from users about the conditions and quality
of ski trails. Users also express how much they trust one another, and
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those ratings are used to personalize the recommendations.

Moleskiing separates information into ski routes, which are rela-
tively static and entered by experts, and ski trips, which are dynamic
comments entered by users. Ski trip information is maintained on
Moleskiing-hosted blogs. In addition to keeping blogs on the site, users
have lists of their friends and how much they trust them. Then, using
a trust metric to compute trust values for unknown users, the system
recommends routes, which are ranked by their average rating, weighted
by the user’s trust in the creator of the recommendation.

Because ski conditions change, Moleskiing also uses temporal filters,
favoring information created within two weeks of the time users interact
with the system. For example, the homepage (shown in Figure 5.3),
shows only routes rated as secure in the last 15 days by the majority
of trustable users.

An interesting feature of Moleskiing is that it does not require the
system to be centralized. It is built to rely on Semantic Web data.
FOAF is used to model the social network, and an ontology is also
used to represent the trust values in the system.

5.2 News Syndication

The interest in web-based syndication systems has been growing, as
information streams onto the web at an increasing rate. Millions of
people are using RSS feeds to subscribe to information published online.

As the amount of content published to the web and interest in it has
increased, technologies for sharing information in a machine process-
able way have matured on the web. This has increased the power avail-
able to publishers to describe their content, to consumers to describe
their subscriptions, and to brokers for matching content to subscrip-
tions. There has been a transition from keyword based approaches [89]
to attribute-value pairs (e.g., [7]) and more recently to XML [8, 31].
Given the limited knowledge modeling expressivity of XML (and XML
Schema) there has been interest in using RDF for syndication purposes
[105, 24]. RDF has even been adopted as the standard representation
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Fig. 5.3 A screenshot of the Moleskiing homepage

format of RSS 1.03.

Halaschek-Wiener [52] develops techniques to support using Se-
mantic Web technologies for syndication. Using OWL for describing
web content offers much greater expressivity for describing content
and subscriptions. That, in turn, allows finer grained control over
queries and content matching [102]. When content and subscriptions
are described in OWL, the matching task can be handled using OWL
reasoners[51, 102, 74]. When the content can be processed and reasoned
over, these real time news feeds can help activities, like stock trading,
that need fast access to information.

3RSS 1.0 Specification: http://web.resource.org/rss/1.0/spec



5.3. Email Filtering 53

The challenges to such a system is based in the computational dif-
ficulty of OWL reasoning. The work in [52] creates optimizations to
reasoning tasks for accepting new publications and matching subscrip-
tions. However, even with fast reasoning, publications can come in that
make the underlying knowledge base inconsistent. For example, if news
source X publishes an article claiming that a specific children’s toy is
dangerous, and then news source Y publishes an article claiming that
same toy is safe, there is a contradiction. The knowledge base must re-
main free of contradictions, so one of these stories must be discarded.
Which one should it be?

One of the approaches described in [52] and [43] uses trust to choose.
Specifically, if the broker receives a publication that causes a contradic-
tion, the statements from the least trusted sources will be discarded.
This is formalized as a belief-base revision approach for knowledge
bases. When a publication is received that causes the knowledge base
to become inconsistent, the algorithm finds sets of statements that
lead to the contradiction. Each set is called a kernel. By removing one
statement from each kernel, the knowledge base is guaranteed to re-
gain consistency. An incision function is used to select the statements
to remove from each kernel. The authors define a trust-based incision
function. Using provenance techniques similar to those described in 2.4,
the source of each statement in a kernel is identified. Then, the trust
that the user has in each source is found, either by direct lookup or
by using a trust inference algorithm (such as those presented in 4.2).
The statement made by the least trusted source is selected to be re-
moved. This regains consistency in the knowledge base and keeps the
most trusted information. The research includes general descriptions of
how trust can be balanced with other important factors, such as how
recently each article was published.

5.3 Email Filtering

The fact that spam has become such a ubiquitous problem with email
has lead to much research and development of algorithms that try to
identify spam and prevent it from even reaching the user’s mailbox.
Many of those techniques have been highly successful, catching and
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filtering a majority of spam messages that a person receives.

Though work still continues to refine these methods, some focus
has shifted to new mechanisms for blocking unwanted messages and
highlighting good, or valid, messages. Whitelist filters are one of these
methods. In these systems, users create a list of approved addresses
from which they will accept messages. Any whitelisted messages are
delivered to the user’s inbox, and all others are filtered into a low-
priority folder. Blacklist filters, where users create a list of blocked
email addresses, are generally less comprehensive but serve the same
purpose of cutting back on unwanted mail.

Though whitelists are nearly 100% effective at blocking unwanted
email, there are two major problems cited with them. Firstly, there
is an extra burden placed on the user to maintain a whitelist, and
secondly, valid emails will almost certainly be filtered into the low-
priority mailbox. If that box contains a lot of spam, the valid messages
will be especially difficult to find.

Social filtering is an interesting space of research in combating spam;
the premise behind it is that users can trust messages from people they
know more than messages from unknown people. Many of these meth-
ods preserve the whitelist benefit of making the inbox more usable by
making “good” messages prominent, while also blocking bad messages.
In this section, we will look at research into methods for social and
trust-based email filtering, as well as work that addresses the applica-
bility of such approaches.

5.3.1 Filtering Techniques

Since the early days of the web, there has been work on filtering email
using social techniques. One of the first projects in this space was Max-
ims [71], an agent integrated with an email client that learns how to
filter, delete, and archive messages based on user actions. When a given
user’s agent does not have knowledge about how to handle a situation,
it can look to other user’s agents for help. Over time, agents develop
“trust” in one another based on previous interactions. Their results
show that using trust and collaboration, agents are able to effectively
make suggestions regarding email filtering.
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Since 1994, email filtering research has been dominated the spam is-
sue. New social filtering techniques seek to remove spam, but also offer
other assistance to users in handling their message. Boykin and Roy-
chowdhury [18] create a social network from the messages that a user
has received. Using the structural properties of social networks, par-
ticularly the propensity for local clustering, messages are identified as
spam, valid, or unknown based on clustering thresholds. Their method
is able to classify about 50% of a user’s email into the spam or valid
categories, leaving 50% to be filtered by other techniques.

While Boykin and Roychowdhury’s technique builds a social net-
work from the user’s own email folders, a broader outside social net-
work can also be used for filtering email. Messages can be scored by the
trust in the sender, computed using some of the techniques described
in Chapter 4.

TrustMail [44] is a prototype email client that adds trust ratings to
the folder views of a message. This allows a user to see their trust rating
for each individual, and sort messages accordingly. This is, essentially,
a message scoring system. The benefit to users is that relevant and
potentially important messages can be highlighted, even if the user does
not know the sender. The determination of whether or not a message
is significant is made using the user’s own perspective on the trust
network, and thus scores will be personalized to and under the control
of each user.

Techniques that build social networks from messages that the user
has sent or received can identify whether or not a message has come
from someone in the network. However, because they are built only
from the user’s local mail folders, no information is available about
people that the user has not previously seen. If the user’s personal
network is connected in to a larger social network with information
from many other users, much more data is available. Previously unseen
senders can be identified as part of the network.

Furthermore, since trust values are available in the system, the
methods for inferring trust can be applied to present more information
to the user about the sender of a message. In the FilmTrust system, it
was shown that users benefited from having ratings sorted by the trust
in the author. These results are the basis for sorting messages by the
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Fig. 5.4 A screenshot of the TrustMail interface.

trust in the sender in TrustMail. However, unlike the FilmTrust where
every review was authored by someone in the social network, people
will undoubtedly receive many email messages from people who are not
in their social network. To understand what benefit TrustMail might
offer to users, it is important to understand what percentage of mes-
sages we can expect to have ratings for in TrustMail. The next section
uses a real email corpus to gain some insight into this question.

The goal of these scoring systems is not to give low ratings to bad
senders, thus showing low numbers next to spam messages in the inbox.
The main premise is to provide higher ratings to non-spam senders,
so users are able to identify messages of interest that they might not
otherwise have recognized. This puts a lower burden on the user, since
there is no need to rate all of the spam senders.

Because of this focus, these algorithms are not intended to be a
solution to spam; rather, they are techniques for use in conjunction
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with a variety of other anti-spam mechanisms. There are some spam
issues that particularly affect this algorithm. Because social and trust-
based scoring is designed to identify good messages that make it past
spam filters, it also does not address the case where a person has a virus
sending messages from their account. Other spam-detection techniques
will be required to flag these messages.

“Spoofing”, where a spammer forges the “from” address in an email
is related to this, and it is a major problem for social systems. In [94],
the authors present a system for creating “Trusted Email Addresses”.
They present an authentication mechanism that uses past history as
well as a challenge and response system. The results of this can be
combined with some of the social approaches discussed above to create
a secure and trustworthy email system.

5.3.2 Applicability

One question that arises when considering email filtering approaches
is how many messages could be connected to trust information. If this
information is available for only a small number of messages, the impact
of these filtering techniques is limited. Of course, running a study on
this is very difficult because people are often unwilling to share their
email. However, we can look at some real email collections to get a
general idea of how applicable these techniques are.

The Enron email dataset is a collection the mail folders of 150 En-
ron employees, and it contains over 1.5 million messages, both sent
and received. There are over 6,000 unique senders in the corpus, and
over 28,000 unique recipients. These numbers are much greater than
the number of users whose mailboxes have been collected because they
represent everyone who has sent a message to the users, everyone who
has been cc-ed on a message to the users, and everyone the users have
emailed. The collection was made available by the Federal Energy Reg-
ulatory Commission in late 2003 in response to the legal investigation
of the company.

A social network can be built based on email messages exchanged
(i.e. adding an edge between two people who have emailed one another).
While this network does not have trust values, and does not indicate if
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the trust-based email filtering would work, it does provide insight into
how many messages could be evaluated with these techniques.
An analysis of the Enron network showed the following statistics:

® 37% of recipients had direct connections to people who sent
them email in the social network; in other words, 37% of
the time the recipient had emailed the sender of a received
message.

® 55% of senders who were not directly connected to the recip-
ient could be reached through paths in the social network.

e Thus, a total of 92% of all senders can be rated if trust values
were present in the social network.
Of course, each technique would need to be evaluated on real
data, but this email collection shows that we can at least
expect the algorithms would be able to provide some insight
into the vast majority of senders.

These numbers indicate that users in a community like Enron, social
email filtering can provide information about a vast majority of the
incoming messages. While the Enron corpus is a close community of
users, it is reasonable to expect that, if users are properly supported
in making trust ratings as part of their email client, a similarly high
percentage of senders and messages would receive ratings.

5.4 Peer to Peer Routing

In section 3.2, we looked at algorithms designed for computing trust
in peer to peer systems. Those algorithms are generally used to select
trusted peers to work with. SPROUT [79], on the other hand, relies on
social networks and a priori trust to improve P2P routing. One of the
problems in P2P systems is that peers may fail to properly route re-
quests. Malicious nodes may drop or misroute messages or masquerade
as multiple nodes in the network. The key insight in SPOUT is to use
peers controlled by friends in social networks, because those friends are
more likely to properly route messages. Similarly, peers controlled by
friends of friends are expected to be more reliable than strangers.
Trust between two nodes in the social network is modeled as a func-
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Table 5.1 Reliability of the SRPOUT algorithm vs. Chord (taken from [79])

Avg. Path Length | Avg. Reliability
Regular Chord 5.343 0.3080
Augmented Chord | 4.532 0.3649
SPROUT 4.569 0.4661

tion of the distance between them. A node that is only one step away
is trusted more than a node two steps away, which, in turn, is trusted
more than a node three steps away and so on. This trust informa-
tion is used to create the Social Path ROUTing (SPROUT) algorithm.
SPROUT is built on top of the Chord routing algorithm [100] and adds
additional links to friends who are online.

SPROUT was evaluated against Chord to determine what improve-
ment the trusted social connections provide. Because SPROUT adds
additional links, a third algorithm - “augmented Chord” - is used in
the analysis. In Augmented Chord, nodes are given a set of random
links equal to the number they would receive in SPROUT. The results
of their analysis shows that SPROUT significantly outperforms both
Chord and augmented Chord (see table 5.1).
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Discussion and Conclusions

This article has covered a variety of approaches to understanding trust
on the web. The web includes interaction among a variety of entities
- people, services, and content. We argue that trust is a critical com-
ponent for interactions between all of these entities, and as the science
of the web progresses, so too must the understanding of trust in a web
environment.

When it comes to content on the web, trust has always been a criti-
cal component. The vision of the Semantic Web puts trust as one of the
ultimate goals. We looked at this goal, and reviewed work on several
ways to improve trust in content and in the creators of content. Follow-
ing from that, we described provenance systems that track the history
and interconnections among data to improve users’ understanding, and
ultimately their trust in it.

Beyond content, web services, including peer-to-peer systems, re-
quire an infrastructure for trust. While some of these services are free
and open, providing non-sensitive content like music downloads or book
pricing, others involve the exchange of funds or more sensitive infor-
mation. In these latter cases, it is necessary to establish trust between
both parties. For P2P systems, that frequently involves sharing infor-
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mation about the performance and history of a peer to prove it can
be trusted in a transaction. For web services, the trust negotiations
can be even more complex, with policies on both sides regulating the
exchange of information. We considered current work on managing,
computing, and exchanging trust, and on representing and evaluating
access control policies.

Finally, we looked at one of the newer areas of interaction on the
web: social networking and direct interaction between people. Judge-
ments about trust are present in almost all human interactions, and
it is also important in web-based social interactions. We reviewed the
phenomenon of web-based social networking, and looked at all the ma-
jor algorithms for computing trust between non-adjacent users in the
network.

These methods of computing and understanding trust come to-
gether in applications. In some contexts, like provenance, P2P, and
web services, the application was inextricably linked with the issues of
trust management and computation we discussed. Other applications
were relatively independent, relying on trust to provide additional func-
tionality.

I argue that this step of taking trust information and integrating it
with applications is the major direction that trust research on the web
will take. This will not only be building systems like recommenders or
email filters. Much larger systems, which pull together services, social
trust, and content-based trust are on the horizon. Different facets will
require and benefit from different types of trust. All of these applica-
tions will demand new methods for evaluation. Many of the algorithms
and systems presented in this article have not been evaluated in simu-
lation or in real systems. Part of this is because privacy prevents much
real trust data from being shared, and part of it is that the focus of a
lot of this work has so far been on the theoretical side rather than the
implementation side. As trust becomes a critical component of more
applications, new benchmarks and standards of evaluation will need to
be created.

Ultimately, the trust foundation of the web will be reflective of our
non-internet lives, where trust permeates every aspect of our interac-
tions in one way or another. In [14] the authors acknowledged that web
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science is an eclectic discipline, and the trust component of it may be
one of the most eclectic components of it. However, if the challenges
are met, it can also be the component that brings the most significant
results.
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