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Abstract 
A new method termed the vertex representation is pre- 

sented for  approximating the shapes of objects of arbi- 
trary dimensionality d (e.g., 2 0 ,  3 0 ,  etc.) with orthogo- 
nal (d - 1)-dimensional faces using a variable number of 
vertices. The vertex representation can be viewed as a gen- 
eralization of boundary codes (i.e., chain codes) to higher 
dimensions. Techniques are described for  using the vertex 
representation to eflciently perform many operations com- 
monly performed on rasters. The utility of these techniques 
in image database applications is discussed. 

1 Introduction 
The description of shape is an important issue in im- 

age databases. In particular, we need to be able to match 
objects not just by their color or texture, but also by their 
shape. This requires the ability to index the shapes. Shapes 
are not often used as the basis of the index due to their 
sheer volume and the fact that a variable resolution repre- 
sentation (in dimensions higher than 2 )  is difficult to obtain 
(e.g., QBIC [71). 

Shapes of objects can be described either by their inte- 
riors or by their boundaries (see, e.g., [8, 91). The classi- 
cal interior-based shape description method uses rasters or 
voxels, but these usually take too much space to be of prac- 
tical use even when aided by a compression scheme such as 
runlength encoding. Alternatively, the classical boundary- 
based shape description is the chain code [3]. Unfortu- 
nately, it is difficult to extend the chain code to dimensions 
higher than two. The problem, in part, lies in capturing 
connectivity, as well as the varying resolution. 
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In this paper, we present a new method termed the ver- 
tex representation for describing shape that can be viewed 
as a generalization of the chain code to higher dimensions. 
It was first introduced by Shechtman [IO] who applied it 
in the context of VLSI design as a model for representing 
collections of isothetic rectangles in two dimensions. The 
vertex representation is similar to a differential code in the 
sense that it enables the user to only record the changes in 
the values rather than the values themselves. 

2 Vertex Representation 
The vertex representation is primarily designed to rep- 

resent orthogonal scalar fields such as digital images. A 
scalar field is simply a function that maps points of the un- 
derlying domain which is a d-dimensional space to scalar 
values. An orthogonal scalar field is a scalar field where 
regions of the domain space mapped to the same value are 
delimited by faces orthogonal to the coordinate axes. 

The null element of the vertex representation corre- 
sponds to the null scalar field - a function that maps all 
points of space to zero. The value of the field is altered by 
adding structures called vertices’ to the representation. A 
vertex U is defined as a pair ( p ,  a )  where p is the location 
of U (i.e., it is a point) and a is a non-zero integer value 
known as the weight of U .  The weight a is used to deter- 
mine the value of the scalar field anchored at location p.  
The physical interpretation of a vertex is one of serving as 
the tip of an infinite cone. 

Let U = ( p ,  a )  be a vertex. Therefore, U corresponds 
to a scalar field Qv that maps all points in the cone of w 
to a and all other points to 0. A point q with coordinates 
(41, q 2  . . qn)  is said to be in the cone of U if q; > p; for 
all 1 5 i 5 d. Figure 1 illustrates the scalar fieldinduced 
by a single vertex in R2 with weight +l. 

Note that we use the term “vertex” to refer to a mathematical entity 
that does not necessarily correspond to the common definition of “vertex” 
in Geometry. 
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rection of increasing y coordinate values. This permits the 
development of many algorithms that use the plane-sweep 
paradigm (or line-sweep in 2D). 

Figure 1 : Scalar field in R2 corresponding to a single 
vertex with weight +l. 

Similarly, a set of vertices V = { wl, v2 . . . w,} induces 
a scalar field Q v  = Qv,. In other words, the scalar 
field induced by a set of vertices is the sum of the scalar 
field induced by each vertex separately. This means that 
the operation of addition is well-defined for vertices. 

The vertex representation can also be interpreted as a 
differential code for rasters. Consider four adjacent cells 
with values A, B, C, and D of a 2D raster as depicted in 
Figure 2. The cell with value A is influenced by vertices ly- 
ing in regions RI and R1, the cell with value B by vertices 
lying in region R2, and the cell with value C by vertices ly- 
ing in regions R2 and RJ. Thus, if we want the upper right 
cell to have a value of D, then a vertex should be placed at 
point p with weight equal to the difference between D and 
the weights of all vertices in regions RI, R2 and RJ. These 
weight sums can be rewritten in terms of A, B, C and D so 
that, after a bit of algebraic manipulation, we find that the 
weight for the 

1.. I ........................................ c* d*sweep;g ~... t . 
line 

Figure 3: Vertices a, b, c and d would be visited by 
the sweeping line in the order c d a b. 

4 Algorithms on Vertex Lists 
The ordering of vertices within a vertex list, as dis- 

cussed in the previous section, makes it possible to apply 
the plane-sweep paradigm in the development of many al- 
gorithms. In fact, most of these algorithms are capable of 
handling vertex lists representing scalar fields defined in 
any dimension d 2 1, by using what we call recursive 
plane sweep. The main idea is to compute the solution of a 
problem involving vertex lists defined in d dimensions by 
combining partial results involving vertex lists defined in 
d - 1 dimensions. We now proceed to describe informally 
algorithms2 on vertex lists which implement some opera- - 

vertex at p is given by D+B-A-C. tions commonly performed both on rasters and on features 
extracted from rasters (i.e., orthogonal polygons). 

4.1 Converting rasters to vertex lists 
The interpretation of the vertex representation as a dif- 

ferential code makes it easy to obtain the vertices of a 2D 
raster by performing a simple calculation with the four 
pixel values surrounding every pixel corner. However, a 
more elegant way of doing this makes use of the recur- 
sive nature of vertex lists and applies a plane-sweep ap- 
proach. In particular, the conversion algorithm uses in- 
duction where the base case corresponds to encoding rows 
of pixels into one-dimensional vertex lists and the general 
case corresponds to building d-dimensional vertex lists by 

Figure 2: Differential coding scheme: the vertex at p 
should have a weight equal to D+B-A-C. 

3 Vertex Lists 
In the previous section we saw how to represent certain 

kinds of scalar fields by means of sets of structures called 
vertices. An interesting issue is how to organize these sets 
so that the processing of the vertices can be done systemat- 
ically. Shechtman’s approach [IO] for 2D vertex sets is to 
store them in lists where the vertices are sorted first by the 
values of their y coordinate and then by the values of their 
x coordinate. For instance, vertices a, b, c and d as shown 
in Figure 3 would be stored in a vertex list in the order c d a 
b. The utility of this organization derives from the fact that 
the vertices are stored in an order which is compatible with 

subtracting consecutive d - 
Figure 4). 

l-dimensional vertex lists (see 

4.2 Transformations and set operations 
A common operation on scalar fields composes them 

with a transformation function f : 2 -+ 2. That is, if L is 
a vertex list representing a particular scalar field QL,  then 
applying f on L is equivalent to evaluating ~ ( Q L ) .  

One major application of transformations is to perform 
set-theoretic operations. For instance, consider two orthog- 
onal polygons represented by their vertex lists A and B. In 
the scalar field represented by the list L = A + B,  those 
areas originally covered by either A or B are mapped to 1, 

the sweeping of a line perpendicular to the y axis in the di- 2Full descriptions can be found in [I]. 
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Figure 4: (a) A sample 2D raster; in (b) each row was 
processed to yield 1 D vertex lists, and in (c) consecu- 
tive 1 D vertex lists are subtracted to yield a 2D vertex 
list for the raster. 

while those areas covered by both A and B are mapped to 
2. It is possible to obtain the union of A and B by apply- 
ing to list L the transformation 

1 i f z > O  
fu (x )  = 0 otherwise. 

Transformations that yield other set operations can be sim- 
ilarly defined. 

Performing a transformation f on a scalar field repre- 
sented by a d-dimensional vertex list follows the same lines 
as the raster-to-vertex-list algorithm by transforming and 
combining vertex lists of increasing dimensions. 

4.3 Coarsening 
This is a shape simplification operation which takes as 

input an orthogonal polygon containing N vertices and 
produces as output another polygon containing no more 
than M < N vertices [2]. The algorithm is quite involved 

5.1 Image Processing and Object Recognition 
The central operation in image databases is retrieval of 

images by content. This operation presupposes the exis- 
tence of some mechanism whereby image characteristics 
are extracted and classified. Such mechanisms treat im- 
ages either as a whole unit in order to obtain information 
on color or texture, or as containing a collection of individ- 
ual objects that are identified using image processing and 
pattern recognition techniques. Some image database sys- 
tems (e.g. TRADEMARK and ARTMUSEUM [6])em- 
ploy mechanisms of the former kind, while others (e.g., 
DDIH [4]) concentrate on mechanisms of the latter kind; 
still others combine both approaches (e.g., QBIC [7 ] ) .  

When images are treated as a whole unit, we can use the 
vertex representation to facilitate the extraction of global 
characteristics. For example, it is possible to compute the 
average color of an image by performing a single traversal 
of the corresponding vertex list. The texture coarseness of 
a region of the image also has a direct relationship with the 
number of vertices that appear in that region. 

When image processing techniques are applied to an 
image in order to identify the various objects lying therein 
(a process known as image segmentation), we want to ob- 
tain separate representations of each object. It is possi- 
ble to decompose a vertex representation of a whole image 
into separate vertex representations which represent each 
object in the scene. Figure 6 demonstrates this concept. 
In this case, the vertex representation for the whole image 

and is not explained here. Figure 5 illustrates this opera- 
tion as performed on an example orthogonal polygon for 
varying values of M .  

( 4  (b) (c) 

Figure 5: Coarsening example: (a) Orthogonal poly- 
gon with 326 vertices is coarsened to (b) 100 and (c) 
25 vertices 

Figure 6: Decomposition of an image into several ver- 
tex lists. The image shown in (a) can be represented 
a vertex list and decomposed into three separate ver- 
tex lists corresponding to the background (b), and the 
two object features (c) and (d). 

5 Applications in Image Databases 
The vertex representation and its implementation as a 

vertex list provides a means for representing axes-aligned 
data that combines the strong points of traditional repre- 
sentations based on interiors (e.g., rasters) and boundaries 
(e.g., chain codes). This duality enables the vertex repre- 
sentation to replace or complement those more traditional 
representations in many applications. 

contains 168304 vertices (Figure 6a). It corresponds to a 
scene composed of a background and two objects which 
can be separated using image processing techniques into 
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three vertex representations containing 124689,20149, and 
25502 vertices, respectively. 

5.2 Image Summaries 
In many image database applications there is frequently 

a need for a compact representation of the pictorial in- 
formation. For example, image databases frequently em- 
ploy reduced versions of the images that will compose the 
database (called thumbnails). 

Thumbnails, however, reduce the original image with- 
out taking into account small details that may be funda- 
mental for the recognition of key features. On the other 
hand, since most systems perform some form of image 
segmentation where key features are identified, it is pos- 
sible to take advantage of this previous processing in or- 
der to prepare summarized images. The vertex representa- 
tion could be used for such a non-uniform reduction of de- 
tail by retaining vertices where there are many changes in 
the boundary. For example, the two objects shown in Fig- 
ure 6 are clearly more “interesting” than the background, 
even though their vertex representations are considerably 
smaller than that of the background. Hence, using the ver- 
tex representation it would be possible to store these in 
roughly one-third of the space for the whole image. 

Image summaries may also be prepared for inspection 
by the users of the image database. This inspection process 
usually entails a quick perusal of the summaries of those 
images that were selected by the system based on user in- 
put parameters. The user then selects a subset of these im- 
ages which will be retrieved in greater detail. This task may 
be speeded up by what is known as progressive or incre- 
mental image encoding. The idea is to encode and transmit 
images in increasing levels of detail by expanding rougher 
versions of the same image that were already transmitted. 
This topic has been a subject of active research in recent 
years with techniques based on wavelet theory (e.g., [5]) 
finding particular promise. Vertex representations can also 
be used to achieve this effect: the vertices that comprise a 
vertex representation of a given image need not be trans- 
mitted in the same order as they would appear in the final 
form presented to the user (e.g., as a vertex list), but rather 
in some order which would reveal image details incremen- 
tally. Determining a suitable order for the transmission of 
vertices is still an open problem, but an approach based on 
coarsening may lead to a practical method. 

6 Summary and Conclusions 
We presented a coding scheme for data commonly rep- 

resented as rasters. Being a differential code, it has a direct 
relationship with feature boundaries and is usually more 
compact than uncompressed rasters. We described a data 
structure for organizing this code in lists and demonstrated 
how several useful operations can be performed directly on 

objects thus represented. This representation also finds use 
in many applications in fields such as image processing and 
image databases. 
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