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Abstract

. L ) . similarity factors are considered: (&pntextual similarity
A methpd _for specifying p'C_tO”al queries to an IMage n,, well does the content of one image match that of
datapase 'S mtroduce_d. A pictorial que_ry_spemﬁcanon another. For example, should the database image contain
cons!s_ts of a query ‘image, ar_ld a _5|m|lar|ty level that 5y of the objects in the query image or may it just contain
;pecnﬁes the required _extent of similarity betwee_n the dueryYgome of these objects. (2patial similarity the relative
'mage _and dqtabase images that are tq be re_trleved. Thelocations of the matching symbols in the two images. We
query image 15 c_onstructed by positioning objects s0 that \ofer 16 the information regarding the location of the objects
_the des'fe‘ﬁ'l Io_cat:conal and spatial _gons(;r.amts hold. -I;WO and the spatial relation between these objectspaial-
image similarity factors are considered: (Lpntextual locational informationand spatial-relational information

similarity: how well dqes t_he_ cqntent of one image_ match respectively. By specifying the desired contextual and
tr}athof anothhgr. (Z}Spak'{)la: S'_m'li”ty the relative IOX?t'Or_'i spatial similarity levels along with the query image, users
? the _ma_tc ml?dsymb ols In the twr? |mag;as. gonF MS can specify the extent of the required similarity. Allimages
or ret_rlevmg a at_a_ ase images that conform to & given y,4; 416 similar to the query image under the specified image
pictorial query specification are presented and compared. similarity level are retrieved

Very few commercial systems support retrieval ofimages
by pictorial specification. The lllustra object-relational
DBMS [9] provides alibrary for storing and managing image
data. IBM’s UltiMedia Manager offers content-based image

A basic requirement of an image database is the ability to query (based on QBIC [4] technology) in conjunction with
query the database pictorially. The most common method ofstandard search. In both cases image similarity retrieval is
doing this is querying via an example image. The problem based on similarity in color and texture between the query
with this method is that in an image database we are usuallyimage and the database images. However, the results are
not looking for an exact match. Instead, the goal is to find highly subjective and there is no intuitive metric that can be
images that are similar to a given query image. The main uUsed to decide whether the result images are in fact those
issue is how to determine if two images are similar and that are most similar to the query image. Some prototype
whether the similarity criteria that is used by the database research systems such as Photobook [6] and FINDIT [8]
system matches the user’s notion of similarity. also employ such methods.

In this paper we introduce a method for specifying Numerous prototype research IDMS’s have beenreported
queries to an image database pictorially that enables thein recent years that address the issue of how to index tagged
user to indicate the type of similarity between the query images (images in which the objects have already been
image and the database images that is required. The quer{ecognized and tagged with their semantic meaning) in order
image is constructed by positioning objects so that the to supportretrieval by image similarity [1, 2]. These systems
desired locational and spatial constraints hold. Two image are mainly concerned with spatial-relational information and

" ~do not deal with spatial-locational information. The most
Cengﬁssgt:'g?eofﬁlIgfaglfr]%allg(ljzgsezl.s and NASA Goddard Space Flight - mon data structure that is used for this purpose is the

tThe support of the National Science Foundation under Grant IRI-92- 2-D stringand its variants [1]. Another data structure called
16970is gratefully acknowledged. the spatial orientation graphs introduced in [2] and used

1. Introduction
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for spatial similarity based retrieval of symbolic images. some givery, and bounded from above by the distance
In [5] a pictorial query-by-example (PQBE) language that between the symbols ii». By default/, = 0.

provides more expressive power is presented. The distance 3. The distance between the matching symbols may vary,
between objects is ignored in PQBE as it was in all other but the relation between them must be the same.

methods dealing with spatial similarity. 4. The relation between the matching symbols may vary,
In contrast, our approach handles queries that deal with and the distance between them is bounded from below

both spatial-relational and spatial-locational data, as well as by some given and bounded from above by the
contextual information. Thus we can deal with the distance distance between the symbolsiin By default’, = 0.

between objects. In addition, as part of the pictorial speci-
fication, the user indicates the degree of desired similarity,
and thus the results are not subjective. We have applied
these methods to a symbolic image database developed by The total similarity betweer; and!; is defined by taking

us (SYMIDB) [7]. This database converts images from the combination of the two similarity factors. For example,
a physical to logical representation, and thus we do not J; =, 5 I, denotes that the contextual similarity of the two
assume tagged images. This conversion is applicable tdmages is at level 2, and that the spatial similarity between
images where the set of objects that may appear in themthese symbols is at level 3. That s, all symbolgirappear

is known a priori, where the geometric shapes of thesein 7, the location of the symbols and the distance between
objects are relatively primitive, and which convey sym- them may vary, but the relation between them is the same.
bolic information. Examples of such images include maps,

engineering drawings, floor plans, etc. 3. Pictorial Query Specification

5. The distance and the relation between the matching
symbols may vary (i.e., ho spatial constraints).

2. Image Similarity To specify queries pictorially, the user creates an image

containing the required symbols positioned such that the

In this section we define the notion of image similarity desired spatial-locational and spatial-relational constraints

in the domain of symbolic images. gymbolis a group of hold. The user must also specify the required image
connected pixels that together have some common semantisimilarity level to achieve the desired spatial constraints.

meaning. Aclassis a group of symbols that all have the Figure 1 demonstrates the use of different spatial sim-

same semantic meaning. ilarity levels for query specification. Query Q1 requests
Let I; and ], be two images. Two factors are considered all images that contain a “scenic view” (and maybe other
in defining image similarity betweer, and I>. (1) con- symbols). Query Q2 requests images that contain a “scenic

textual similarity how well does the content of one image view” within 5 miles of a “picnic” site. Query Q3 requests
match the other (e.g., do the symbols in one image appeaimages with a “site of interest” and any symbol within 2

in the other image). (2¥patial similarity the relative miles of these sites of interest. Query Q4 requests images
locations of the matching symbols in the two images. The that contain an “airfield” northeast of a “beacH".

goal is to usel, as a query image, and then retrieve all

database imagesg, that are similar to it according to the - a . * ®
specified contextual and spatial similarity 2
Four levels of contextual similarity are defined: cd=2 csl=2 ® cd=2 @ e =2
s =5 ssi=4 ssi=4 =3
1. The images have exactly the same symbols. Q1 Q2 Q3 Q4
2. Any symbol found !nlz ex?sts !nIl (1 ?ncludeslz). Figure 1: Pictorial queries with varying spa-
3. Any symbol found inf; exists inl, (I, includesiy). tial similarity levels. “csl” and “sslI” denote
4. There s at least one symbol common to bigtand /. contextual and spatial similarity levels, re-

spectively. The “question mark” denotes a

The spatial similarity level enables specification of the wild card (i.e., any symbol).

required database images in terms of minimum and maxi-
mum distance between symbols, and their relative locations
in a directional sense. Five levels of spatial similarity are
defined.

By varying the contextual similarity level, more complex
pictorial queries can be specified as shown in Figure 2.

. ] INote that the dotted lines with the distance that appear in the query
1. The matching symbols af; and I, are in the exact imagesin Figure 1 are only used to denote the distance between symbolsin

same locations in both images. the figure; they are not actually part of the query image. The query image
. . only contains symbols. The distance (and relative directions) between
2. Matching symbols have the same relations, and thee symbols is specified implicitly in the query imagel by the actual

distance between them is bounded from below by distance (and relative direction) between the symbodgin
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e image; (iii) retrieve all symbols within a given distance
* e * 8 S o * from a given point. In SYMIDB the first two indices are
w1 B 4o, o3 ws @ realized with a B-tree. Retrieval of all symbols within a
=5 =5 sl=5 s =5 given distance from a given point is achieved by use of an
Qa Qb Qc Qd index on the locations of the set of all symbols in all of the
images. This index is implemented using a PMR quadtree
Figure 2: Queries demonstrating the use of for points [3].

different contextual similarity levels.

4.1. Algorithms
Query Qarequests allimages that contain a “site of interest”,

“beach”, “museum”, and no other symbols. Query Qb  The input toGetSimilarimagess the query image(fI),
requests all images that contain a “site of interest” and the contextual similarity levet§/), and the spatial similarity

at least one other symbol (there may be more). Query Qclevel (ssl). The output ofGetSimilarimagess a set of
requests allimages that contain a “beach” or a “scenic view” database imageSI such thatDI =.,; ,,; QI. The set of

(an image may contain both) but no other symbols. Query imagesDT that is output byGetSimilarimagess ranked in

Qd requests all images that contain a “site of interest”, or decreasing order of the average of the certainty values of
a “beach”, or a “museum” (an image may contain all of those elements ap/ that are inQ)7.

them as well as other symbols). No spatial constraints are  In the algorithms presented in this section we allow only

specified in these queries. one instance of each class in the query image as well as in
the database images. We briefly discuss how to deal with
e ® pther cases. For ti_ie purpose (_)f simplicity, we assume that
o AND ® in all queries that involve spatial distance constrairits,
(@ the lower bound for the distance allowed between symbols
52 oy in the database image, is 0. That is<Odist(s;,s;) <
dist(sy, s1), wheres; ands; are database image symbols
Figure 3: A query to “display all images ands; ands; are query image symbols, respectively.
with a hotel within 6 miles of a beach and In the following algorithms,Q7 is the logical image
with a cafe or a restaurant”. representation of the query image. The logical image

representatiori./ of an imagel, is a list of elements for

each symbok € I. Each element of.] is of the form:

> > ® {(C, certainty)(x, y)} whereC' is the classification of,

( & |or °© )AND A (z,y) is the location ofs in 7, and 0< certainty < 1

cs=2 w=2 (W) o =2 indicates the certainty thate . The classification(,
sl =4 ss§=4 ssl=2

of a specific element/ € LI is denoted byC(el). The
location, (z, y), of a specific element/ € LI is denoted
by loc(el). The contextual and spatial similarity levels
are denoted bys/ and ss/, respectively. |I| denotes the
number of elements in the logical representatiori gte.,
its cardinality).

Figure 5 summarize§etSimilarimagesivhich is the

More complex queries may be specified by combin- simplest and most general. We first get the image id's of
ing query images with “AND” and “OR” operators. See all database images that contain each symbol of the query

Figure 4: A query to “display all images with
a camping site within 5 miles of a fishing
site OR with a hotel within 10 miles of a
fishing site AND with an airfield northeast
of and within 7 miles of the fishing site”.

Figure 3 and Figure 4 for examples of such queries. image separately (using the iridex oiasg ). This.is
followed by a union operation if we are interested in the
4. Pictorial Query Processing images that contain any of these symbalsl (= 3 or 4),

or by an intersection operation if we are interested in the
We present five different algorithms for the function images that contain all of these symboisi(= 1 or 2).

GetSimilarimageghat retrieves all database images that Next, remove images that contain extraneous symbols from
conform to a given pictorial query specification. These al- the candidate-image set. Finally, remove images in which
gorithms vary in how they use the indexes on the contextual the spatial constraints do not hold from the candidate-image
and spatial information. To execute these algorithms effi- set. Order the final candidate-image set by the average
ciently, the image database must have indexes that enableertainty of the symbols in each image of the set that were
the following operations: (i) retrieve all images that contain in the query image (highest average certainty first). Return
symbols of a given class; (ii) retrieve all symbols in a given this ordered set as the result of the pictorial query. Note
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GetSimilarimages1( QI, csl, ssl) GetSimilarimages4( QI, csl, ssl)
n0 ely — el € QI with fewest instances in database

foreach el € QI . I :
rn «— set of images containing C(el) gf_dlgﬁ(lifnc;;lelg’fgﬁféfgi)ngs't' " |SOEZ?1X)|maI
(use index on class) (use index on class)
el RI— RI-{I st all elements of I
i esl=1)V (esl = 2) then within D of loc(el1) do not
RI ﬂi:o " include all symbols of QI}
elseif ( csl =3) Vv (csl = 4) (use index on location)
RI — U:.L__lm RI «— RI — {I s.t. spatial constraints
if ( csl=1)V (csl = 3) then do not hold } (call checkSsl)
RI «— RI — {I containing symbols not in QI} return  RI ordered by average certainties

(use index on image _id)
RI «— RI — {I s.t. spatial constraints
do not hold } (call checkSsl)

return  RI ordered by average certainties Figure 7: Algorithm GetSimilarimages4 It

assumes that csl=2.

images that do not conform to the contextual and spatial
constraints from the candidate-image setcsif = 3 or 4,

then repeat this process for all other symbols in the query
image. This is needed since a database image may not
contain the particular symbol that was chosen for the initial
search, yet still contain another symbol from the query

Figure 5: Algorithm GetSimilarimagesl

GetSimilarimages2( QI, csl, ssl)

QIS — QI sorted by number of instances of
its symbols in database (fewest first)

foreach elg € QIS image, and thus be a valid result.
" (_(j:(te ?r:dg(a%iscf;;st;immg Clela) GetSimilarimages3is a variant ofGetSimilarimage2
if  (csl=1Vesl=3) then which is applicable v_vhenzsl = 1 or 2 (i.e., all query _
RI «— RI —{I containing symbols symbols must appear in resultimages), and when the spatial
o ﬂolt) 'n( ?21}2)(U;e index on image i) constraints involve distancess{ = 2 or 4). The idea
| csl = V(csl = en . . . .
RI — RI- {I that do not is to flrst narrow down the number of can@dgte images
contain all symbols in QI} according to both the contextual and the spatial information
RI «— RI —{I s.t. spatial constraints by identifying the query image symbal;, with the fewest
f ( d? ”i; h‘("dl ¥ 2()034'] checkSsl) instances in the database and the query symbpthat is
| cst = V (cst = en . I .
/* result must have all symbols, closet_ tos,. The image |q| s of gll database images that
no need to look for others */ contain symbols; ands;, within dist(sy, s;) are retrieved
break to top level o and composed into the initial candidate-image set. At that
reurn  RI ordered by average certainties point, images in which the contextual and spatial constraints

do not hold are removed from the candidate-image set.

Figure 6: Algorithm GetSimilarimages2 Figure 7 summarize&etSimilarimages4which is ap-
plicable whencs! = 2, andssl = 2 or 4. The idea is that
that if ss/ = 1 (i.e., the matching symbols of the database since we do not need to verify that resultimages have only
and query image must be in the exact same locations),symbols that are in the query image (sireé= 2), we can
then the spatial constraint can be checked simultaneouslyavoid retrieving all elements of each candidate image. In-
with the contextual constraint. This is achieved by initially stead, only those elements of candidate images that conform
retrieving the image id’s of all database images that containto the distance specification are retrieved. A$ietSimi-
each symbol of the query image in the same location (usinglarimages3 we first identify the query image symbai;,
either the index on class or location). The remainder of the with the fewest instances in the database. Compute the
algorithm is the same except that there is no need to calldistance,D, to the symbol inQ7 that is furthest froms.
checkSsl Compose the image id’s of all database images that contain
Figure 6 summarizesSetSimilarimages2 The idea s into an initial candidate-image set. For each image in
is to first narrow down the number of candidate images this set, use the spatial index to find all symbols that are
according to the contextual information by inserting all within D of s, init. Remove all images for which this set of
database images that contain one particular symbol of thesymbols does not include an instance of each symh@lin
guery image into the initial candidate set (start with symbol A call to check.S S is still required to check if the distance
with fewest instances in the database). Next, remove allconstraints among the symbols found wittiinof s; hold



checkSsl( DI, QI, ssl)
if ssi=5v|DI| =1 then
return TRUE /* nothing to check */
/* compute distances and relative location
between QI symbols*/
foreach gel; € QI
foreach  qely € QI — {qel1}
if  (ssl =2)V(ssl=4) then
dists[C(gel1), Cgel2)] —
getDist(loc(gelr), loc(gel2))
if (ssl =2)Vv(ssl=3) then
relDirs[C(qel1), C(gel2)] —
getReldir(loc(gel1), loc(gel2))
/* check that these hold in input image */
foreach dely € DI
foreach  delp € DI — {del1}
if (ssl =2)V(ssl=4) then
if getDists(loc(delr), loc(delr)) >
dists[C(del1), C(del2)] then
return FALSE
if (ssl=2)Vv(ssl=3) then
if  getReldirs(loc(dely),loc(delz)) #
relDirs[C(del1), C(delz)] then
return FALSE
return TRUE /* everything is OK */

Figure 8: Algorithm checkSslto check
whether the spatial constraints dictated by a
query image @7 and spatial similarity level
ssl hold in a logical image DI.
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of the query image) 7. It then computes these for the
database imag®I and checks whether the needed con-
straints between the symbols@®7f that correspond to those
of DI hold?.

Notice that the assumption that there is only one instance
of each classification in the query image is needed to assure
that there is exactly one pair of symbols in the query image
corresponding to a pair of symbols in the database image.
In addition, if we allow more than one instance of each
class in the database image, themeckSslas presented
here is incorrect since it only checks the spatial constraints
between pairs of symbols. To correct thihieckSsmust
check every possible combination of sigg/|. Pictorial
gueries involving more than one query component are
executed by performing a separate pictorial query for each
component and then computing the intersection of the results
for components joined by an AND operator, and the union
of the results for those joined by an OR operator.

4.2. Comparison of Algorithms

Below we refer to the five algorithms presented in the
previous section as&/SI1—GSIs. The term “search by
class name” refers to the process of retrieving all tuples
that correspond to a giverlass using the index on class
name. The term “search by image id” refers to the process
of retrieving all tuples (symbols) that correspond to a given
image id usingthe index on image id’s.

G'SI; andGS1, are the most general. They can handle
and to check the relative direction constraintsif = 2). any contextual and spatial similarity levels. The difference
GetSimilarimages® a variant ofGetSimilarimages4 between them is that /571, |QI| “searches by class

which is applicable whens! = 2 andssl =2 or4. Theidea name” are always performed, while GSL, if csl = 1

is to take care of the spatial and the contextual constraintsor 2, then only one search by class name is performed.
simultaneously, and avoid having to call a routine to check However, inGSI, whenesl = 3 or 4, there may be more
the spatial constraints separately. It performs a process'search by image id” operations. Thug,SI; should be
similar to that of algorithmGet.Similar Images4 for each used ifesl = 1 or 2, and+S1; should be used ifs/ = 3 or 4.
symbols in the query image resulting in a set of candidate (ST is only applicable if there are distance constraints
images that conform to the contextual constraints and to(ssl = 2 or 4) and ifesl = 1 or 2. SinceGSI; is better
the distance constraints with respecttoThe intersection than(G' S1; in this case, we compar&s s with G S1,. The

of these sets is the set of images in which all contextual difference between the two is th@ts I3 constructs a smaller
and distance constraints hold. sli§/ = 2, then the relative initial candidate image set inserting only those images that
directions still need to be verified. contain the query-image symbol with fewest occurrences

We now describeheckSsl It checks whether the spa- N the database and the query-image symbol that is closest
tial constraints dictated by a query imagd and spatial 10 it, within the required distance. Therefor€,57s will
similarity level ss! hold in a logical imageDI. Figure 8 outperformG ST, if the cost of the spatial search is less than
summarizes this algorithm. Assume that = 2-5. The the cost of the additional “search by image id” operations
case ofss/ = 1 can be handled isetSimilarimagesand resulting from a larger candidate set. In other words, if the
GetSimilarimages@irectly with no need to catiheckSslas ~ SPatial selectivity of the range query is high (few images
described above. We also assume that the logical imHge ~ Will result from it), thenz 573 should be used.
that is passed to it, contains only elements that correspond N G514 there are no “search by image id” operations;
to symbols in the Query imag@!. FunctionGetSimi- however, the range for the spatial search is larger than it was
larimagesconstructs this logical image when it matches the in G513 (since it is now the maximal distancé), rather

Symb()ls of DI and Q1. The a_llgor_ithm first computes the 2The distances and relative directions between query-image symbols
distance and/or the relative directions between the symbolsactually only need to be computed once.
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than the minimal distance), and thus the cost of each spatiaymbols in the database rather than the classifications. An

search is higher. An additional difference is thatis13 index is constructed on these feature vector that enables
all symbols of each candidate image are retrieved in orderefficient nearest neighbor searches in feature space. Our
to check the contextual constraints, wherea& 514 only algorithms can be adapted easily to handle this case by using
those symbols withinD are retrieved. Therefore;/S1y the index on the feature vectors rather than the index on
will outperformG S1s if D is relatively small and there are  class for contextual search.
much fewer symbols in its range than in the entire image. Our examples and experiments were from the map do-
The advantage of;/SIs is that there is no need to call main. However, images from many other interesting ap-
checkSslat the cost of more spatial range queriesG:$,, plication domains also fall into the category of symbolic
N.,.. Spatial range queries are required , whaig , is images. One possible complication that could arise in other

the number of images that contain the query-symbol with domains is that the spatial extent of symbols may be of
fewest occurrences in the database. On the other hand imnmportance. To accommodate this, we must refine the

GSIs, N.,,, spatial range queries are required, white , definition of spatial similarity levels so users can specify

is the number of occurrences of all query symbols in the whether the extent of objects should be considered when
database. The cost of each calldeeckSsis O(|DI]?) comparing images. The algorithms, however, will not need
where|DI| is the number of symbols in the database image much change as long as we use a standard spatial data
that also appear in the query image. Sincgé = 2, structure to index the locational information. In contrast, it
|DI| = |QI|. checkSsls called|R]| times, wherg RI| is is considerably harder to deal with spatial extent in methods

the number of images in which the contextual constraints based on 2-D strings [1].
hold. Thus, the total time saved l6ySTs over GSI is
|RI| x |QI|%. The additional costisV., , — N., . spatial 7. Acknowledgements
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