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Summary. A system named MAGELLAN (denoting
Map Acquisition of GEographic Labels by Legend ANal-
ysis) is described that utilizes the symbolic knowledge
found in the legend of the map to drive geographic sym-
bol (or label) recognition. MAGELLAN �rst scans the
geographic symbol layer(s) of the map. The legend of the
map is located and segmented. The geographic symbols
(i.e., labels) are identi�ed, and their semantic meaning
is attached. An initial training set library is constructed
based on this information.The training set library is sub-
sequently used to classify geographic symbols in input
maps using statistical pattern recognition. User interac-
tion is required at �rst to assist in constructing the train-
ing set library to account for variability in the symbols.
The training set library is built dynamically by enter-
ing only instances that add information to it. MAGEL-
LAN then proceeds to identify the geographic symbols
in the input maps automatically. MAGELLAN can be
�ne-tuned by the user to suit speci�c needs. Recognition
rates of over 93% were achieved in an experimental study
on a large amount of data.

Key words:Map Recognition, Document Analysis, Ob-
ject Recognition, Image Databases, Geographic Informa-
tion Systems (GIS)

1 Introduction

The paper map has long been the traditional storage
and retrieval medium for geographic data. Today, we are
seeing the emergence of geographic information systems
(GIS) as a replacement. One of the important issues in
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this �eld is how to integrate existing paper maps into a
GIS. In particular, we would like to store scanned images
of paper maps (termed map images) and to be able to
retrieve portions of these maps based on the information
that they convey, termed retrieval by content. An exam-
ple query is \�nd all map images containing camping
sites within 3 miles of �shing sites". We refer to such a
system as amap image information system (MIIS ). Such
a system does not attempt to fully convert paper maps
into one of the common GIS data formats (e.g. vector),
and then let the GIS handle the queries and discard the
map images. Such a conversion is very time-consuming
and labor-intensive and is most likely not feasible for a
very large collection of maps such as those stored in map
libraries [13]. Instead, the goal is to retrieve map images
based on content from a database that contains a large
number of heterogeneous maps.

In order to support retrieval by content of map im-
ages, the maps must be interpreted to some degree when
they are inserted into the database. In this paper, we de-
scribe a system called MAGELLAN (denoting Map Ac-
quisition of GEographic Labels by Legend ANalysis) built
by us that uses the legend of the map to drive the ge-
ographic symbol (or label) recognition for this purpose.
MAGELLAN �rst locates the legend of the map and
segments it. The geographic symbols are identi�ed, and
their semantic meaning is attached. An initial training
set library is constructed based on this information. The
training set library is subsequently used to classify geo-
graphic symbols in input maps using statistical pattern
recognition [6]. User interaction is required at �rst to as-
sist in constructing the training set library to account for
variability in the symbols. Users may also change some of
the classi�er parameters at this stage to suit their speci�c
application. Subsequently, MAGELLAN proceeds to au-
tomatically identify the geographic symbols in the input
maps that use the same legend.

The emphasis of our approach is on utilizing the leg-
end of the map to build a 
exible and adaptive sys-
tem that extracts symbolic information frommap layers,
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rather than trying to vectorize the entire map and inter-
pret every object found in it (some of these objects may
not appear in the legend). The goal of MAGELLAN is
to extract contextual cues from the map layer that can
be used to index the composite maps in a map image in-
formation system. The input to MAGELLAN are raster
images of the separate map layers. The output of MAG-
ELLAN is a logical representation of a map image that
that can be used by a map image information system to
automatically index both the composite and layer im-
ages. See [22] for a description of a companion system
called MARCO (denoting MAp Retrieval by COntent)
that utilizes MAGELLAN and provides retrieval by con-
tent of map images.

In this paper we outline the general framework of
MAGELLAN and describe its components. Although the
methods that we use are not entirely new, the 
exible
and adaptive framework and the integration of these
methods for map indexing are new and comprise our
main contributions. One of the features that makeMAG-
ELLAN 
exible and easily adaptive to di�erent types of
maps is its ability to generate more than one candidate
classi�cation for each symbol and most importantly to
use these candidates in the retrieval process. Further-
more, users can �ne-tune the parameters of the classi-
�er such as the range of the search space, the maximum
number of candidate classi�cations, and the minimum
certainty of classi�cation at an early stage in order to im-
prove the recognition rate for their particular maps and
for their speci�c application. We also developed an error
classi�cation paradigm which includes a new type of er-
ror termed an addition error to account for the fact that
due to the assignment of more than one classi�cation to
an input symbol, it may be assigned a wrong classi�ca-
tion in addition to being assigned a correct one. While
having multiple classi�cations in the MIIS may improve
the correct retrieval rates, addition errors will cause re-
trieval of extra results from the database, and thus it is
important to account for these errors in the evaluation
method. The usefulness of the 
exibility of MAGELLAN
for improving recognition was evaluated by conducting
an experimental study. As part of this study, we make
use of our error classi�cation paradigm to measure the
tradeo� in terms of the classi�cation accuracy that re-
sults from di�erent choices for the classi�er parameters.

At this time, MAGELLAN can only handle point
symbols. In particular, in our research we focused on
symbol layers which contain geographic symbols that
represent campsites, hotels, recreation areas, etc. In or-
der to index by other layers that contain additional types
of symbolic information such as roads, bodies of wa-
ter, etc., other methods that are suitable for interpreting
this kind of symbolic information need to be developed.
MAGELLAN can be easily adapted to interpret other
graphical documents and we have used similar methods
for the interpretation of 
oor plans [21].

The rest of this paper is organized as follows. Sec-
tion 2 lays out the background for this problem and dis-
cusses related work. Section 3 outlines the main com-
ponents of MAGELLAN. Section 4 discusses the geo-
graphic symbol classi�cation process. Section 5 presents

our evaluation method along with experimental results.
Section 6 contains concluding remarks.

2 Background and Related work

One of the most commonmeans of data acquisition from
paper maps is by use of a digitizing tablet. This process is
very time-consuming, and labor-intensive. Optical scan-
ners have also been put to use for this purpose. Once the
maps have been scanned, the raster data is usually con-
verted into vector format with very heavy user interven-
tion in order to assure the quality of this conversion [25].

There has been much research in recent years on
automating this acquisition process. Most researchers
have focussed on raster-to-vector conversion [17]. Unfor-
tunately, this does not always yield accurate and useful
results. One of the reasons for these inaccurate results
is that the conversion should be accomplished by some
knowledge, which we term map recognition. One prob-
lem in map recognition is that a paper map is mostly an
abstraction. The information found in maps is mainly
symbolic rather than an accurate graphical description
of the region covered by the map. The symbolism that
is used in maps was designed for visual interpretation
and does not always lend itself to blind machine inter-
pretation. For example, the width of a line representing
a road has little to do with the road's actual width. In-
stead, most often, the width of the road on the map is
determined by the nature or type of the road (i.e., high-
way, freeway, rural road, etc.). The color and size of city
names on the map convey information about the popu-
lation of a city. As another example, graphic symbols are
often used to indicate the location of various sites such
as hospitals, post o�ces, recreation areas, scenic areas,
etc. The actual key to interpreting this symbolic infor-
mation is usually found on the map itself in the map's
legend.

Another problem in map recognition is the high level
of obstruction of geographic symbols due to the map-
making process. A map is composed of several layers.
The symbols in each layer in most cases do not occlude
each other. However, once these layers are composed, the
objects from the di�erent layers may intersect and oc-
clude each other thereby making the problem of segmen-
tation and object recognition very complex. To alleviate
this problem, we use a layered approach to map recogni-
tion. The input to MAGELLAN are raster images of the
separate map layers. These layers can be obtained by a
computational process or from the original map sources
which were composed by an overlay-like process of sep-
arate layers to yield the composite map. The process of
obtaining these separate map layers is not addressed by
this paper. The extra step required to get the separate
layers is well worth the e�ort as the results of map recog-
nition on the map separates will most likely be an order
of magnitude better than those that would result from
using the composite map.

Although most prior research in map recognition has
concentrated on skeletonization and vectorization meth-
ods [1,27], some research has been done on separating
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the layers of scanned maps [26]. The maps included road
maps [10] and cadastral maps [4,11]. In the latter, the
focus was on locating polygons representing parcels of
land, buildings, and roads. In [28] an algorithm is pre-
sented to separate text strings of various fonts, sizes and
styles from other graphic data in map images. A sys-
tem for interpreting topographic maps is described in [7].
This system separates composite maps by colors, and
processes each color separately. These color separates do
not necessarily correspond to the original thematic lay-
ers thereby complicating the analysis of each layer. A
system for automatic extraction of semantic information
from land register maps is described in [15]. The sys-
tem uses explicit knowledge about the map, which is
derived from the legend of the map, map drawing rules,
and knowledge about the functionality of objects in these
maps. This system is specialized for land register maps.
The user has to explicitly build the semantic model that
is used to perform the classi�cation of map objects.

In [12] a system that can be used to retrieve infor-
mation from paper-based maps is described. The focus
of this system is on query-driven map recognition. A
portion of a scanned paper map is analyzed as a result
of a query requesting information from the geographic
area that corresponds to this portion of the map (e.g.,
city name). One part of this process may involve sym-
bol recognition, such as identifying the symbol for a city.
The process that is used to identify this symbol is not
described in detail. It is most likely tailored towards a
speci�c map and based on template matching. In con-
trast, our approach is legend-driven which makes it eas-
ily adaptive to any symbols that are found in the map
legend.

In [29] a method for extracting geographic symbols
from topographic maps based on multiangled parallelism
(MAP) is presented. The MAP operation method per-
forms parallel calculations on directional feature planes.
Symbols are extracted using a reformalized parallel ver-
sion of the Hough transform on these directional planes.
This method is computationally-intensive. Running on
a dedicated image processor, it takes 18 minutes to per-
form the �rst step of this process for a 640�512 image.
Several more minutes are required for feature extraction
for each symbol. While the results that are presented
using this method seem robust and do not require sep-
arate layers, the time required to process each image
makes this method di�cult to use for a large collection
of maps.

The above e�orts are primarily academic. In addi-
tion, there are several companies that provide scanning
services that include raster-to-vector conversion for sca-
nned map data. SMARTSCAN, Scangraphics, and Neu-
ralog are among the companies in this �eld. Unfortu-
nately, the systems that these companies use are propri-
etary and the research involved in their development is
unpublished. The products that these companies deliver
(namely the map data in GIS format) are usually very
accurate. These excellent results are attributed to a com-
bination of manual editing of the maps beforehand, elab-
orate conversion algorithms, and complex error-checking
logic with interactive human guidance. This procedure is

expensive and not always appropriate for the purpose of
indexing large heterogeneous sets of map images.

Before proceeding further, it is worthwhile to reem-
phasize that the focus of our approach is on utilizing
the legend of the map to extract symbolic information
from map layers, rather than trying to vectorize the en-
tire map and interpret every object found in it. Our goal
is to provide a 
exible and adaptive system that can
perform quick conversion of paper maps from a physical
representation to a logical representation whose result
can be used to index map images.

3 MAGELLAN System Overview

The input to MAGELLAN is a raster image of the sym-
bols layer. This map image is divided into tiles of size
512� 512 pixels (Figure 1). Note that it is possible for
a symbol to lie in two tiles. In order to simplify our
presentation, here we assume that this does not occur.
If this is a concern, then an overlap of half the size of
the largest symbol is required between tiles. These tiles
are processed one-by-one. MAGELLAN (Figure 2) has
two phases, the legend acquisition phase and the symbol
classi�cation phase, corresponding to the processing of
legend and non-legend tiles, respectively.
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Fig. 1. Map layer acquisition and splitting process.

3.1 Legend Acquisition Phase

The purpose of the legend acquisition phase is two-fold.
The �rst is for the user to indicate which symbols of the
legend are of importance to the application. These sym-
bols are termed valid symbols. Any other symbols that
are found in map tiles but were not pointed out by the
user at this stage are termed invalid symbols. The second
purpose of the legend acquisition phase is to construct
an initial training set library that is subsequently used in
the symbol classi�cation phase. This initial training set
library contains a feature vector corresponding to one
instance of each valid symbol along with its semantic
meaning (also termed classi�cation). This is the classi�-
cation that MAGELLAN should output for each instance
of this valid symbol that is subsequently input into it.
For invalid symbols, a special classi�cation termed un-
de�ned is used (i.e., invalid symbols should be classi�ed
as unde�ned by MAGELLAN). All other classi�cations
(i.e., those that correspond to valid symbols) are termed
valid classi�cations.
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Fig. 2. Block diagram of MAGELLAN (Map Acquisition of
GEographic Labels by Legend ANalysis)

The legend acquisition phase is preceded by an op-
eration that identi�es the tile(s) containing the legend.
These tile(s) serve as the input to the legend acquisition
phase. Next, the legend tile(s) are segmented. A feature
vector is computed for each connected component. The
user identi�es those symbols that are found in the leg-
end that are of importance to the application. While a
symbol may be composed of more than one connected
component, we currently assume that the symbols may
be uniquely distinguished from each other by just one of
these connected components which serves as a represen-
tative of the symbol. The user identi�es this representa-
tive connected component for each symbol. In order to
select this representative symbol we make use of an inter-
esting characteristic of symbols used in maps. In partic-
ular, many of these symbols are composed of a circle (or
rectangle) enclosing one or more small shapes (e.g., the
beach and hotel symbols in Figure 3 which shows the ge-
ographic symbols used in our test case along with their
semantic meaning). One of the connected components
that can be chosen as the representative of such a symbol
is the interior of the circle with the small shapes consid-
ered as holes in this object (termed a negative symbol).
For example, the \beach" symbol in Figure 3 would be
represented by the interior of a circle with the two wiggly
lines as holes. Currently we cannot distinguish between
two symbols that di�er only in the spatial con�guration
of the same components if they are not enclosed in a
circle or rectangle. One optional solution for this is to
arti�cially enclose such a symbol in a circle and use the
negative symbol as the representative component. For
more details on negative symbols, see [23].

Once the representative component is selected, the
semantic meaning (classi�cation) is attached to the fea-
ture vector corresponding to the connected component
that represents each symbol. An initial training set li-
brary is constructed containing one instance of each valid
symbol. The process of locating the legend and deriv-
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Fig. 3. Geographic symbols and their semantic meaning.

ing the semantic meaning of the symbols in the legend
is currently done manually. Since user veri�cation and
�ne-tuning is a key component in maximizing the re-
liability of symbol classi�cation, having the user assist
in locating and analyzing the legend is not too onerous.
However, we would like to automate parts of this process
in the future so that it will become even simpler.

3.2 Symbol Classi�cation Phase

Each non-legend tile is input into the symbol classi�-
cation phase. This phase may operate in two modes. In
the user veri�cation mode, the user veri�es the classi�ca-
tions before they are input to the map image information
system (MIIS). The training set is modi�ed to correct
the erroneous classi�cations. The user may also �ne-tune
some of the classi�er parameters such as the range of the
search space, the maximum number of candidate classi-
�cations, the minimum certainty values, and the feature
noise tolerance values while working in user veri�cation
mode. In the automatic mode, the classi�cations are gen-
erated automatically and input directly to the MIIS. The
user determines the mode in which the phase operates. In
general, the �rst tiles will be interpreted in user veri�ca-
tion mode. Once the user is satis�ed with the recognition
rate achieved, the phase is placed in automatic mode to
process the remaining tiles. There are �ve basic modules
in this phase.

3.2.1 Preprocessing and Segmentation Module

In the preprocessing and segmentation module, various
image processing techniques may be applied to enhance
the image. These may include applying noise reduction
�lters, edge closing, thinning, etc. [19]. In our test case,
we did not need to perform any of these operations since
the images were rather clean. Next, the image is seg-
mented into its constituent elements using a connected
component labeling algorithm (e.g., [19]). The output of
this module is a labeled image in which each pixel has
a region number as its value. Regions that are smaller
than a certain threshold are labeled 0.
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3.2.2 Feature Extraction Module

The input to this module is the labeled image output by
the preprocessing and segmentation module. For each re-
gion in the labeled image, a set of features is computed.
MAGELLAN uses four global descriptors (�rst invari-
ant moment, circularity, eccentricity, and rectangular-
ity) and three local shape descriptors (horizontal gaps
per total area, vertical gaps per total area, and ratio of
hole area to total area). These features are commonly
used to describe shapes [14], and we found them to be
e�ective in discriminating between di�erent geographic
symbols [23]. These features are all invariant to scale and
translation. In addition, most of them are also invariant
to rotation. The results of the feature computation are
composed into a feature vector. The center of gravity
(i.e., centroid) of each region is also computed. The x
and y coordinate values of this location are termed a
location vector. The output of this stage is a feature de-
scriptor that is composed of the feature vector which is
a point in the n-dimensional feature space, and the loca-
tion vector which is a point in the 2-dimensional location
space.

3.2.3 Object Classi�cation Module

The input to this module is the feature descriptor (fea-
ture and location vectors) output by the feature ex-
traction module, the current training set library, and
some classi�er parameters. The training set library, con-
structed by the legend acquisition phase, initially con-
sists of one feature vector for each geographic symbol
along with its semantic meaning (i.e., its classi�cation).
This is the class that MAGELLAN should assign to each
instance of the same symbol. Depending on the quality
of the raster image, this may su�ce. However, in most
cases, the instances of each symbol vary and thus several
instances of each symbol are required in order to build
a representative training set library that will produce
reasonable recognition rates.

The current training set library is used to assign
candidate classi�cations to each input feature vector. A
value approximating the certainty of the correctness of
these classi�cations is attached to each classi�ed object
(see Section 4 for more details). The output of this mod-
ule consists of the classi�cations that were made, the
certainty of the classi�cations, and the corresponding lo-
cation of the symbols on the map. Recall that in cases
where a symbol is composed of more than one connected
component, the user identi�es one of these connected
components as representative of the symbol. This com-
ponent is used to classify the symbol in the classi�cation
phase. The remaining components should be classi�ed as
unde�ned since they do not have instances in the train-
ing set library. It is interesting to note that although
two symbols may touch or even overlap, as long as their
representative connected components do not touch or
overlap the classi�cation will work properly. For exam-
ple, consider the symbols for \�rst aid" (circle with a
cross inside) and \beach" (circle with the two wiggly

lines) in Figure 3. Assume that the \�rst aid" symbol
is represented by the cross component and the \beach"
symbol is represented by its interior (negative symbol).
The two symbols could potentially touch each other (i.e.,
the exteriors of the circles touch or intersect), while the
representative connected components do not touch each
other. However, if the representative connected compo-
nents do touch or overlap, then the classi�cation will fail
as in this case the segmentation module will merge the
two connected components into one. In the maps that
we worked with, symbols in general did not touch. How-
ever, for maps where this occurs on a regular basis, other
methods would be required to resolve this problem. One
possible solution is to rely on more local features rather
than global features.

3.2.4 User Veri�cation Module

This module is only active when MAGELLAN is oper-
ating in user veri�cation mode. The input to this mod-
ule are the feature descriptors and the classi�cations re-
sulting from the object classi�cation module. An image
containing the classi�cation having the highest certainty
value for each symbol in the input image is composed.
This image is displayed next to the original input image.
The user visually inspects these images and indicates
which symbols have been classi�ed incorrectly, and in-
forms MAGELLAN of the proper classi�cation for each
such symbol. The user may view some additional infor-
mation such as the certainty of the classi�cation and
whether there were several candidate classi�cations. The
user may then change some of the classi�er parameters.
These include the search range, the maximum number
of candidate classi�cations, the minimum certainty val-
ues, and the feature noise tolerance values (see Section 4
for a detailed description of these parameters). The user
may then opt to reclassify the same tile using these new
parameters in order to study the e�ect of their modi�-
cations. This module outputs the location, classi�cation
(as approved or corrected by the user), and a certainty
of 1 for all the symbols found in the input map tile. This
information is transfered to the map image information
system. In addition, this module outputs those feature
vectors corresponding to the symbols that MAGELLAN
misclassi�ed along with their correct classi�cations. This
information is passed on to the library modi�cationmod-
ule. Finally, the current classi�er parameters (whether
they were modi�ed or not) are output and passed to the
classi�cation module for use in its next invocation.

3.2.5 Library Modi�cation Module

This module is only active when MAGELLAN is operat-
ing in user veri�cation mode. The input to this module
is a list of feature vectors along with their corresponding
classi�cation. These vectors are used to classify subse-
quent input symbols and thus they comprise a part of
the training set for the classi�cation process. Notice that
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only feature vectors of symbols that could not be clas-
si�ed correctly using the current training set library are
added to the library. Feature vectors of correct classi-
�cations of a symbol are not added to the library as
the library already has good representative feature vec-
tors for these symbols (either from the legend acquisition
phase or from prior invocations of the classi�cation and
library modi�cation modules). This method of dynam-
ically constructing the training set library ensures that
the training set library will remain small without com-
promising the results of classi�cations using this training
set library. The reason for this is that there is no redun-
dant information in the training set library. Hence it is
very e�cient and yields results similar to those obtained
using a condensing technique to minimize the size of the
training set library [6]. The training set library is stored
as an adaptive k-d tree [9,20]. Each feature vector (not
the location) is stored as a point in this data structure.
The output of this module is the current training set
library, which is used by subsequent invocations of the
object classi�cation module.

3.3 Map image Information System (MIIS)

The input to the MIIS is a set of points, corresponding to
the locations of the symbols found in the maps. For each
point, its possible classi�cations and a certainty value
approximating the correctness of each possible classi�ca-
tion are given. This input comes either directly from the
object classi�cation module or from the user veri�cation
module depending on the mode in which MAGELLAN
is operating. The MIIS uses this information to index
the map images and to support retrieval by content of
maps based on both contextual and spatial information
(e.g., [24].

4 Classifying Geographic Symbols

Geographic symbols identi�ed in the map tiles are classi-
�ed using a modi�cation of the weighted several-nearest
neighbor classi�er [3] termed a weighted bounded several-
nearest neighbor classi�er. This classi�er makes use of
two pre-de�ned constants: �, which is a neighborhood-
size factor that determines the search range for neighbors
based on the distance to the nearest neighbor, and �,
which is a bound that determines the maximumdistance
allowed between the feature vector of an input symbol
and its several-nearest neighbors in the training set li-
brary. This classi�er �rst �nds the feature vector FLN

in the training set library (TSL) that is nearest to the
feature vector of the input symbol F I . Let D be the
weighted Euclidean distance between FLN and F I given
by

D = dist(FLN ; F I) =

vuut NX
i=1

wi(F
LN

i
� F I

i
)2:

where FLN

i
is the ith feature of the training set library

vector FLN , F I

i
is the ith feature of the input vector F I,

and wi is the weighting factor of ith feature of the feature
vector. The weighing factor is computed so that features
with a smaller variance have a larger weight as described
in [5]. Next, the classi�er �nds the set 'L

I
of all training

set library feature vectors FL whose distance to F I is
less than the smaller of � times D, and �. Formally:

'L
I
= fFL j FL 2 TSL ^ dist(FL; F I) < min(� �D; �)g:

The range de�ned by min(� � D; �) is termed the ��-
neighborhood. The ��-neighborhood is a fuzzy search
bound that is determined by the distribution in feature
space of the feature vectors in the training set. If the dis-
tance between an input symbol and its nearest neighbor
is small, then the classi�er will only search for additional
neighbors in a relatively small range since it already has
a good candidate. On the other hand, if the the dis-
tance between an input symbol and its nearest neigh-
bor is large, then the classi�er will search for additional
neighbors in a relatively large range in order to �nd more
candidates. Since invalid symbols (not found in the leg-
end) need to be classi�ed as unde�ned, we must specify
an absolute bound on this search space. � is this bound,
and any symbol that does not have any neighbors closer
than � are classi�ed as unde�ned.

Each feature vector FL 2 'L
I
(the set of symbols in

the ��-neighborhood) is given a vote, whose strength is
inversely proportional to its distance from the feature
vector of the input symbol F I, given by

V oteFL =
1

dist(FL; F I)
:

The votes of all feature vectors that belong to the same
classi�cation Ci are summed giving:

V otesCi =
X

FL2'
L

I
^class(FL)=Ci

V oteFL:

If 'L
I

= ; (i.e., the distance to the nearest neighbor
was > �), then the input symbol is classi�ed as unde-
�ned. A certainty value between 0 and 1 is computed
for each candidate classi�cation Ci found in the ��-
neighborhood of the input feature vector. This value ap-
proximates the certainty that the input vector belongs
to Ci. The certainty value is calculated by normalizing
the value of V otesCi with respect to some minimal and
maximal acceptable values of V otesC for any of the pos-
sible candidate classi�cations C. The maximal accept-
able vote value is determined by selecting a minimal
required distance dmin, for a \sure" classi�cation (i.e.,
if dist(FL; F I) < dmin, then F I will be assigned the
training set library classi�cation corresponding to FL

with certainty 1). Hence, the maximal value for V otesC
is 1=dmin. The minimal acceptable vote value is deter-
mined by selecting a maximal allowed distance dmax for
a classi�cation to be considered as a candidate (i.e., if
dist(FL; F I) > dmax, then the training set library clas-
si�cation corresponding to FL will not be considered as
a candidate classi�cation for F I at all). Hence, the mini-
mal value for V otesC is 1=dmax. dmin and dmax are thus
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in e�ect noise tolerance levels in feature space and are
application-speci�c. Two features that are closer than
dmin are considered the same (i.e. we assume that the
di�erence is due to noise). On the other hand, two fea-
tures that are further than dmax cannot represent the
same classi�cation. The motivation for calculating the
certainty values in this manner is that the certainty val-
ues must rank the candidate classi�cations with respect
to one another not only in one invocation of the classi-
�er, but must do so with respect to the candidate classi-
�cations of all other invocations of the classi�er as well.
Therefore, some global method of normalizing certainty
values is required.

The nearest neighbors of the training set library (stor-
ed as a bucket variant of an adaptive k-d tree[9,20]) that
are within the ��-neighborhood are found using a modi-
�cation of the priority k-d tree search algorithm [2]. This
algorithm visits the buckets of the k-d tree in increasing
order of their distance from the input feature vector. The
search is complete when the distance from the input fea-
ture vector to the closest remaining bucket is outside
of the range determined by �, and �. The classi�cation
module outputs all of the candidate classi�cations along
with their certainty. The classi�cation with the highest
certainty value is considered the best classi�cation for
the input vector using the weighted bounded several-
nearest neighbor classi�er.

(46,44)

(45,5)

(50,10)

(68,7)

(35,37)

(90,5)

(85,15)

(98,45)

(70,50)

(34,31)

(5,45)
(95,35)

(80,65)

(60,75)

(10,48)

(24,28)

(25,35)
X12

14

(100,0)

(100,100)(0,100)

Y

(0,0) X

10

Fig. 4. Example of classifying an input symbol X using a

weighted bounded several-nearest neighbor classi�er. � = 2,
�1 = 10, �2 = 14. The dotted circle is the ��1-neighborhood,
the dashed circle is the ��2-neighborhood, and the solid circle
is the range de�ned by �2.

Figure 4 demonstrates the classi�cation process using
an example training set of symbol instances in 2-space
(i.e., we are assuming a feature vector of just 2 features).
Let X = (34; 31) be the feature vector (in 2-space) of

an input symbol. Let � = 2, � = 10, and w1; w2 = 1
(i.e., both features are assigned an equal weight in the
distance computation). The classi�er assigns candidate
classi�cations to X as follows. First, the feature vector
FLN in the training set library (TSL) that is nearest to
the feature vector ofX (F I) is found. In this case, FLN =
(35; 37); D =

p
37 = 6:082. The classi�er next �nds the

set 'L
I
of all library feature vectors FL whose distance to

F I is less than the smaller of ��D, and � (i.e., in the ��-
neighborhood). In this case, sizeof(��-neighborhood)
= min(12:16; 10) = 10. Thus, 'L

I
= f(35,37),(25,35)g,

where (35,37) is an instance of the symbol \arrow" (hol-
iday camp) and (25,35) is an instance of the symbol
\triangle" (camping site). V otesarrow = 1=

p
37 = 0:164,

V otestriangle = 1=
p
97 = 0:101. Thus,X will be assigned

classi�cation \arrow" with a higher certainty than clas-
si�cation \triangle". Recall that the certainty value is
calculated by normalizing the value of V otesCi with re-
spect to some minimal and maximal acceptable values
of V otesC for any of the possible candidate classi�ca-
tions C. These values are determined according to dmin

and dmax, the minimal and maximal acceptable values
for dist(FL; F I). Thus, to calculate the certainty values
for this example we must assign some values to these
parameters. Assuming that we allow a noise tolerance
of 2 units in each feature in the 2D feature space, dmin

=
p
8 and thus max(V otesC ) = 1=

p
8 = 0:353. Assum-

ing a maximum allowable di�erence of 10 units in each
feature in the 2D feature space, dmax =

p
200 = 14:142

and thus min(V otesC ) = 1=
p
200 = 0:071. Therefore

we get, certainty(X 2 arrow) = 0:164�0:071
0:353�0:071

= 0:33 and

certainty(X 2 triangle) = 0:101�0:071
0:353�0:071

= 0:106 since we
normalized 0.164 and 0.101, respectively.

However, � = 14, then sizeof(��-neighborhood) =
min(12:16; 14) = 12:16. Point (24,28) which is another
instance of \triangle" will now also be included in 'L

I
.

Thus, V otesarrow = 1=
p
37 = 0:164, V otestriangle =

1=
p
97+1=

p
109 = 0:198. In this case, X will be assigned

classi�cation triangle with a higher certainty than clas-
si�cation arrow. Assuming the same dmin and dmax, we
get certainty(X 2 arrow) = 0:33 and certainty(X 2
triangle) = 0:45. Notice that by summing the votes
when there are several neighbors from the same class,
V otesCi may potentially exceed max(V otesC ). In prac-
tice this only happens if there are many instances in the
training set that are very close to the input symbol, since
the contributions of instances that are far from the input
symbol are very small. In this case, we set the certainty
of this classi�cation to 1 since there is very strong evi-
dence that it is in fact the correct one.

5 Experimental Study

MAGELLAN was tested on the red sign layer of the GT3
map of Finland. The scale of the map is 1:200,000. The
layer was scanned at 240dpi. Although this resolution
may not be �ne enough for general topographic maps [7],
it was su�cient for our case since the smallest valid sym-
bol in the map layer was 0.03 inch (corresponding to 8
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Fig. 5. Legend portion containing tourist symbols

Fig. 6. Example map tile - all layers

pixels at 240dpi). Figure 5 is a portion of the map's leg-
end relevant to the sign layer (note that this is only part
of the legend, the full legend contained the 22 symbols in
Figure 3). Figure 6 is a sample tile while Figure 7 shows
the extracted red sign layer. Notice that there are many
symbols in the map tile that are not found in the legend.
These are mainly numbers, names, and markers that are
related to other layers. These symbols, termed invalid
symbols, should all be classi�ed by MAGELLAN as un-
de�ned as explained in Section 3.1. The layer was split
into 425 tiles of size 512�512. These tiles were examined
in a random order to give MAGELLAN a chance to see
a large variety of symbols while operating in user veri�-
cation mode as some symbols tend to appear clustered
in the map. The legend was identi�ed manually, and
the classi�cations were attached to the feature vectors

Fig. 7. Example map tile - red sign layer

representing the geographic symbols that MAGELLAN
should identify. There were 22 such symbols. MAGEL-
LAN processed the �rst 60 tiles in user veri�cation mode.
At that stage, the training set contained 100 instances
of symbols and the current recognition rate was deemed
adequate. The remaining tiles were processed automat-
ically. See Section 5.3 for the results of this fully auto-
matic recognition. MAGELLAN was implemented using
Khoros [18], an integrated software development environ-
ment for information processing and visualization. The
image processing and classi�cation were executed on a
Sparc 10 running UNIX. The average execution time for
the main steps for each 512 � 512 tile were as follows:
connected component labeling { 12 seconds, feature ex-
traction { 4 seconds, and classi�cation { 0.2 seconds.

The results of this classi�cation were input into
MARCO [22] (denoting MAp Retrieval by COntent). It
is a map image database that provides retrieval of map
images according to their contents by means of spatial
and non-spatial queries. For example, the user may re-
quest to display all tiles containing camping sites within
3 miles of �shing sites.

5.1 Evaluation Method

In order to evaluate MAGELLAN, the following three
error categories, common in optical character recogni-
tion (OCR) [16], were de�ned: substitution errors | a
valid input symbol was assigned an incorrect valid classi-
�cation (e.g., picnic site instead of post o�ce); deletion
errors | a valid input symbol was classi�ed as unde-
�ned; insertion errors | an invalid input symbol was
assigned one of the valid classi�cations rather than be-
ing classi�ed as unde�ned.

Recall that MAGELLAN outputs all of the candidate
classi�cations of the feature vector corresponding to an
input symbol that were found in its ��-neighborhood
(see Section 4). As part of our experiment, we were in-
terested in determining whether inserting into the MIIS
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more than one candidate classi�cation per symbol with
an appropriate certainty value yields better results than
just inserting the class with the highest certainty value.
In this case, we insert the same point more than once
with di�erent certainty values and classi�cations. If any
of these candidate classi�cations is the correct one, then
this is not counted as a substitution error since the cor-
rect classi�cation is in the MIIS, although not with the
highest certainty value. In order to account for the fact
that we now have additional points with erroneous clas-
si�cations in the MIIS, we de�ne an additional error cat-
egory { addition errors| an input symbol (can be either
valid or invalid) was assigned more than one valid clas-
si�cation. Each additional classi�cation (after the �rst
one) is counted as one addition error.

Substitution errors and deletion errors may cause the
MIIS to overlook tiles that should be retrieved for a given
query. Insertion errors and addition errors may cause the
MIIS to retrieve super
uous map tiles for a given query.
In the context of an MIIS, the impact of insertion and ad-
dition errors is not as severe as that of substitution and
deletion errors. Recall that the purpose of map recog-
nition is to enable the MIIS to retrieve just those map
portions that are relevant to a given query. Thus, retriev-
ing too many tiles is not as harmful as missing tiles. The
user can always weed out those tiles that do not actually
conform to the query.

5.2 Experiment Description

50 sample tiles were chosen from the tiles that were not
used for training MAGELLAN. These tiles were input
into MAGELLAN. For each symbol in each tile, MAG-
ELLAN output all of the candidate classi�cations of the
neighbors in the ��-neighborhood of the symbol's fea-
ture vector along with a certainty value as described in
Section 4. In the �rst stage of the experiment, only the
candidate classi�cation with the highest certainty value
was compared to the correct classi�cation as found in
the raw image. The number of errors of each type for
each tile was recorded. In the next stage, all of the can-
didate classi�cations were considered. The number of
errors of each type was recorded for two cases. In the
�rst case, only the best and second-best (highest and
second-highest certainty values) classi�cations were con-
sidered. In the second case, all classi�cations were con-
sidered. The certainty values assigned by MAGELLAN
for each correct classi�cation and incorrect classi�cation
were also noted.

This experiment was repeated �ve times varying the
value of �, which corresponds to the maximum distance
in the normalized (having unit width) feature space al-
lowed between the feature vector of an input symbol
and its neighbors in the training set (termed the search
bound). Any symbol whose nearest neighbor is not within
this search bound is classi�ed as unde�ned. The values
selected for � (the search bound) were 0.02, 0.05, 0.1, 0.2,
0.4. These values are relative to a search space having
unit width. As the search bound increases, more neigh-
bors representing more classi�cations will be found in

the range. Therefore, we expect to have fewer substitu-
tion and deletion errors, at the cost of more insertion and
addition errors. The value of � (the neighborhood size
factor) was set to 2 throughout all of the experiments.
In other words, for each experiment, the classi�er con-
siders all of the feature vectors in the training set library
whose weighted Euclidean distance from the feature vec-
tor of the input symbol is less than the smaller of 2 times
the distance to the input vector's nearest neighbor, and
the particular value of � for that experiment. The value 2
was chosen empirically as a reasonable value for �. Vary-
ing this value will most likely change the experimental
results but not the general trend.

5.3 Results of Experiment
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Fig. 8. Valid symbol recognition rate for various search
bound values.
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Fig. 9. Invalid symbol recognition rate for various search
bound values.

Figures 8 and 9 show the recognition rate for valid and
invalid symbols, respectively. Recall that valid symbols
are those that the user indicated as important to the ap-
plication in the legend acquisition phase. Any other sym-
bols that are found in map tiles but are not instances of
symbols that were pointed out by the user at that stage
are invalid symbols. The percentages reported here are
of the total number of valid and invalid input symbols
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in the 50 test images. The valid symbol recognition rate
indicates what percent of the valid input symbols were
assigned the correct classi�cation. The invalid symbol
recognition rate indicates what percent of the invalid
input symbols were in fact classi�ed by MAGELLAN
as unde�ned. The \Highest" plot shows the recognition
rate when considering only the classi�cation with the
highest certainty value. The \Second" plot shows the
rate when considering the classi�cations with the high-
est and second-highest certainty value. The \All" plot
shows the rate when considering the classi�cations of all
of the neighbors in the ��-neighborhood regardless of
their certainty value.

As expected, as the search bound value increases, the
valid symbol recognition rate increases and the invalid
symbol recognition rate decreases. The reason for this is
that there are potentially more candidate classi�cations
within the ��-neighborhood when the search bound is
larger. Therefore, the chance that a feature vector corre-
sponding to a symbol from the correct classi�cation for
a valid input symbol lies in the neighborhood increases.
Similarly, the chance that a feature vector correspond-
ing to some valid symbol from the library will lie in the
neighborhood of an invalid input symbol also increases.
This results in the invalid symbol being assigned a valid
classi�cation rather than unde�ned thereby decreasing
the invalid symbol recognition rate.
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Fig. 10. Percent of the classi�cations output by MAGEL-
LAN that are attributed to multiple classi�cations for the
same symbol (i.e., an addition error occurred) for various
search bound values.

FromFigure 8 we also see that considering more than
one candidate classi�cation increases the valid symbol
recognition rate. Notice however that the di�erence be-
tween the valid symbol recognition rate when considering
just the �rst two candidate classi�cation and the valid
symbol recognition rate when considering all of the can-
didate classi�cations is very small. This means that in
almost all of the cases that the best classi�cation was
incorrect, and there was more than one candidate clas-
si�cation, the second-best classi�cation was the correct
one.

Although considering more than one candidate clas-
si�cation improves the valid symbol recognition rate, it
also has a negative side e�ect. In particular, it introduces

addition errors since more than one classi�cation may be
recorded in the MIIS per symbol. Figure 10 shows the
percent of the total number of classi�cations that were
output by MAGELLAN that are attributed to multiple
classi�cations for the same input symbol (i.e., an addi-
tion error occurred) for various search bound values. For
small search bound values, this number is small. How-
ever, it grows signi�cantly for larger search bound values,
with slightly larger values when considering all candidate
classi�cations rather than just the �rst two candidate
classi�cations.
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Fig. 11. Error rates when considering only the classi�cation
with the highest certainty value for various search bound val-
ues.
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Fig. 12. Error rates when considering the highest and
second-highest classi�cations for various search bound val-
ues.

Figures 11, 12, and 13 enable us to analyze the cause
of the erroneous valid symbol classi�cations. These �g-
ures show the rate of the various error types as a function
of the search bound value when considering the classi�-
cation with the highest certainty value, the classi�cations
with the highest and second-highest certainty values, and
all classi�cations, respectively. Observe that the substi-
tution error rate is only slightly e�ected by the search
bound value, whereas the deletion error rate is highly
e�ected by it. From this observation we may conclude
that the increase in the valid symbol recognition rate
with an increase in the search bound value is mainly at-
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Fig. 13. Error rates when considering all candidate classi�-
cations for various search bound values.

2

3

4

5

6

7

0.02 0.05 0.1 0.2 0.4

su
bs

tit
ut

io
n 

er
ro

r 
ra

te
 (

%
)

search bound value (log scale)

Highest
Second

All

Fig. 14. Percent of input valid-symbols assigned the wrong
valid classi�cation (i.e., a substitution error occurred) for var-
ious search bound values.

tributed to a sharp reduction in the number of deletion
errors instead of a signi�cant change in the number of
substitution errors. The only way to decrease the substi-
tution error rate is to consider more than one of the can-
didate classi�cations found among the neighbors in the
��-neighborhood as can be seen in in Figure 14 which re-
ports the substitution error rate for various search bound
values when considering the highest ranked, �rst and sec-
ond highest ranked, and all candidate classi�cations.

The search bound value of 0:1 appears to be best for
this data set. A valid symbol recognition rate of 91% and
an invalid symbol recognition rate of 99% were achieved
with this window size (assuming the classi�cations with
the highest and second-highest certainty values in the
��-neighborhood were taken into account). In addition,
10% of the symbols that were assigned valid classi�ca-
tions were results of multiple classi�cations for a valid
symbol (i.e., an addition error). Clearly, the ideal search
bound value for our test data set may not be the best one
for a di�erent data set. Furthermore, as our experiments
indicate, the particular choice of search bound value may
have profound e�ects on the various error rates. There-
fore, MAGELLAN's capability of letting users set the
value of � and � (which determine the search range) dur-
ing user veri�cation enables users to �ne-tune MAGEL-
LAN for their particular data set and choice of features,
as well as to their intended application. If it is critical

for the MIIS not to miss any tiles when responding to
a query, then a larger search bound value should be se-
lected. This will cause the MIIS to overlook fewer tiles
at the cost of retrieving super
uous tiles that will need
to be weeded out manually. If accuracy is not as impor-
tant as reducing the time required to weed out the tiles
manually, then a smaller search bound value should be
selected. Note that in the experiments that we report in
this paper, we only varied �. It is, however, quite clear
that the particular choice of � will also e�ect the various
error rates. Thus, both � and � can be set by the user.

From our results, it is apparent that for our test
data only the candidate classi�cations with the highest
and second-highest certainty values should be considered
(i.e., transferred to the MIIS). The improvement in the
valid symbol recognition rate when considering all can-
didate classi�cations rather than just the �rst two was
very small, while the addition error rate became larger.
Thus, considering all candidate classi�cations does not
seem to be bene�cial. This conclusion may not be valid
for other data sets (as with the particular choice of �),
and thus the maximum number of candidate classi�ca-
tions may also be set while working in user veri�cation
mode.

0

10

20

30

40

50

60

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Certainty Value

C
or

re
ct

 C
la

ss
ifi

ca
to

n 
(%

)

Fig. 15. Correct valid symbol classi�cations per certainty
value range.

Figure 15 shows the certainty values given to valid
input symbols that were assigned the correct classi�ca-
tion (i.e., no error occurred). Similarly, Figure 16 shows
the certainty values given to symbols when an inser-
tion or substitution error occurred. The majority (more
than 50%) of correct classi�cations were given a certainty
value above 0:9, whereas the certainty values of the erro-
neous classi�cations are concentrated at the lower end of
the certainty value range. The minimum certainty value
required in order to pass a candidate classi�cation to
the MIIS is another parameter that users can set. For
the data set that we tested, selecting a minimum cer-
tainty value of 0:3 would result in eliminating many of
the substitution and insertion errors, thereby automat-
ically weeding out most of the super
uous tiles while
overlooking only a small number of the required tiles.
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Fig. 16. Erroneous classi�cations per certainty value range.

Recall that the certainty values are computed based on
a predetermined noise tolerance value (dmin and dmax)
for the particular features that are used. Since this toler-
ance may also vary between applications and data sets,
users can also set these values.

It is important to note that the results that we re-
port here are for one particular training set and for the
particular features that we have used. We experimented
with various training sets, and the results reported here
were consistent with the results that we encountered
with other training sets. In order to achieve lower error
rates, more features that better characterize the symbols
would be required. This would result in more computa-
tionally intensive image preprocessing and classi�cation
steps. The insertion error rate may be reduced by remov-
ing some of the invalid symbols from the maps before the
classi�cation phase. Since in our case, most of these sym-
bols are strings of letters or numbers, it may be possible
to separate them from the images using methods for sep-
arating text from graphics such as those described in [8,
28]. In our case, since the emphasis was on enabling quick
processing of a large number of images, we did not em-
ploy such methods. It is possible to get recognition rates
of 100% by opting to always run MAGELLAN in user
veri�cation mode. In this case, the user would need to
check every tile before it is inserted into the database.
Although this was not the intended use of MAGELLAN,
it can be used in this way e�ectively.

6 Concluding Remarks

A system called MAGELLAN (denoting Map Acquisi-
tion of GEographic Labels by Legend ANalysis) has been
described. MAGELLAN utilizes the fact that most of
the data found in maps is symbolic and that the key
to interpreting the symbols can be found in the leg-
end of the map. MAGELLAN is e�cient and 
exible.
Users may �ne-tune the performance of MAGELLAN
to their requirements by setting the search bound pa-
rameters (� and �), the minimum certainty values, the
maximum number of candidate classi�cations, and the
feature noise tolerance values to �t their particular data

sets and application. An experimental study was con-
ducted on a large amount of data in order to study the
e�ects of varying these parameters and to evaluate the
performance of MAGELLAN . The experimental results
showed that once the parameters are �ne-tuned, MAG-
ELLAN can achieve recognition rates of 93% with little
user intervention. However, with more user intervention
it is possible for MAGELLAN to reach 100% recognition
rates.

Although it may seem that simple template match-
ing [14] may have been su�cient for our application, this
is not the case. Di�erent instances of the same symbol
may vary in scale and orientation. Therefore, we have
chosen to use statistical pattern recognition with fea-
tures that are invariant to scale and many features that
are also invariant to rotation. MAGELLAN can be eas-
ily adapted to interpret other graphical documents and
we have used similar methods for the interpretation of

oor plans [21]. MAGELLAN is designed for map layers
containing geographic symbols. In order to provide full
map recognition, other methods need to be developed to
interpret layers containing additional types of symbolic
information such as roads, bodies of water, etc. Once
this is done, the results can be integrated into a MIIS
in order to provide map indexing based on additional
geographic information.
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