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Logistics stuff
• We’ll go over exam on Wednesday


• HW2 to be released in the next couple days, due first 
week of May



studying the inner 
working of large-scale 
Transformer language 
models like BERT


•what are captured in 
different model 
components, e.g., 
attention / hidden 
states?

BERTology

 

https://huggingface.co/transformers/bertology.html


tools &  
examples

BERTology - HuggingFace’s Transformers 
https://huggingface.co/transformers/bertology.html


• accessing all the hidden states of BERT


• accessing all the attention weights for each 
head of BERT


• retrieving heads output values and gradients

BERTology

https://huggingface.co/transformers/bertology.html


tools &  
examples (cont.)

Are Sixteen Heads Really Better than One? Michel et 
al., NeurlPS 2019


large percentage of attention heads can be 
removed at test time without significantly 
impacting performance


What Does BERT Look At? An Analysis of BERT’s 
Attention, Clark el al., BlackBoxNLP 2019


substantial syntactic information is captured in 
BERT’s attention

BERTology



tools &  
examples

AllenNLP Interpret 
https://allennlp.org/interpret


BERTology

https://allennlp.org/interpret


understanding  
contextualized representations

two most prominent methods


• visualization


• linguistic probe tasks



https://openai.com/blog/unsupervised-sentiment-neuron/



LSTMVis: Strobelt et al., 2017



what is a  
linguistic probe task?

given an encoder model (e.g., BERT) pre-
trained on a certain task, we use the 
representations it produces to train a classifier 
(without further fine-tuning the model) to 
predict a linguistic property of the input text




(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.



(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.

BERT [CLS] representation, kept frozen



(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.
Feed-forward NN trained from scratch

BERT [CLS] representation, kept frozen



(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.

word content

classifier

predict the word w appears in the 
sentence s

sent. 
repr.

word 
repr.



(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.

word content

classifier

predict the word w appears in the 
sentence s

sent. 
repr.

word 
repr.

BERT [CLS] representation, 
kept frozen

Possibly BERT subword 
embedding



(Adi et al., 2017)

sentence length

predict the length (number of tokens)  
of the input sentence s

classifierprobe network

sent. repr.

word content

classifier

predict the word w appears in the 
sentence s

sent. 
repr.

word 
repr.

word order

classifier

predict whether w1 appears before or 
after w2 in the sentence s  

sent. 
repr.

word1 
repr.

word2 
repr.



(Liu et al., 2019)

token labeling: POS tagging

predict a POS tag for each token

tok.  
reprs.

classifier

segmentation: NER

classifier

predict the entity type of the input token

tok. repr.

pairwise relations: syntactic dep. arc

classifier

predict if there is a syntactic 
dependency arc between tok1 and tok2

tok1 
repr.

tok2 
repr.



(Tenney et al., 2019)

tok. reprs.

span2 repr.span1 repr.

classifier
classifier

predict whether two spans of tokens (“mentions”) refer 
to the same entity (or event)

edge probing: coreference



motivation of probe tasks
• if we can train a classifier to predict a property of 

the input text based on its representation, it means 
the property is encoded somewhere in the 
representation


• if we cannot train a classifier to predict a property 
of the input text based on its representation, it 
means the property is not encoded in the 
representation or not encoded in a useful way, 
considering how the representation is likely to be 
used



characteristics of  
probe tasks

• usually classification problems that focus on simple linguistic 
properties


• ask simple questions, minimizing interpretability problems


• because of their simplicity, it is easier to control for biases in 
probing tasks than in downstream tasks 


• the probing task methodology is agnostic with respect to the 
encoder architecture, as long as it produces a vector 
representation of input text 


• does not necessarily correlate with downstream performance
(Conneau et al., 2018)



classifier

Tok1 Tok2 TokN…
input text

Encoder 
Layer 

 
N x

no further 
fine-tuning

train the 
classifier 

only

the encoder’s 
weights are fixed

the classifier’s 
weights are 

updated

predict a linguistic 
property of the input

probe approach





lowest layers focus on local syntax, while 
upper layers focus more semantic content

(Peters et al., 2018)



the expected layer at which 
the probing model correctly 
labels an example


a higher center-of-gravity 
means that the information 
needed for that task is 
captured by higher layers

BERT represents the steps of the traditional NLP pipeline:  
POS tagging → parsing → NER →  

semantic roles → coreference

(Tenney et al., 2019)



does BERT encode 
syntactic structure?

The chef who ran to the store was out of food

(Hewitt and Manning et al., 2019)



understanding the syntax of the language 
may be useful in language modeling

The chef who ran to the store 
was out of food. 

1. Because there was no food 
to be found, the chef went 
to the next store. 

2. After stocking up on 
ingredients, the chef 
returned to the restaurant. 

(Hewitt and Manning et al., 2019)



trees as distances and norms


the distance metric—the path length between each pair of 
words—recovers the tree T simply by identifying that 
nodes u, v with distance dT (u, v) = 1 are neighbors


the node with greater norm—depth in the tree—is the 
child

how to probe for trees? 

(Hewitt and Manning et al., 2019)



a structural probe

(Hewitt and Manning et al., 2019)

• probe task 1 — distance:  
predict the path length between each given 
pair of words


• probe task 2 — depth/norm: 
predict the depth of a given word in the parse 
tree 



Yes, BERT knows the 
structure of syntax trees

(Hewitt and Manning et al., 2019)



does BERT know numbers?

what is the sum of eleven and fourteen?

25



probing for numeracy

(Wallace et al., 2019)



ELMo is actually better than 
BERT at this!

(Wallace et al., 2019)



Why?

character-level CNNs are the best architecture 
for capturing numeracy


subword encoding is a poor method to encode 
digits, e.g., two numbers which are similar in 
value can have very different sub-word 
divisions

(Wallace et al., 2019)



Can BERT serve as a 
structured knowledge base?

Query: (Dante, born-in, X)

Florence



LAMA (LAnguage Model 
Analysis) probe

(Petroni et al., 2019)



LAMA (LAnguage Model 
Analysis) probe (cont.)

(Petroni et al., 2019)

• manually define templates for considered relations, 
e.g., “[S] was born in [O]” for “place of birth”


• find sentences that contain both the subject and 
the object, then mask the object within the 
sentences and use them as templates for querying


• create cloze-style questions, e.g., rewriting “Who 
developed the theory of relativity?” as “The theory 
of relativity was developed by [MASK]” 



examples

(Petroni et al., 2019)



BERT contains relational knowledge 
competitive with symbolic knowledge 
bases and excels on open-domain QA

(Petroni et al., 2019)



probe complexity

(Hewitt et al., 2019)

arguments for “simple” probes


 we want to find easily accessible information 
in a representation


arguments for “complex” probes


useful properties might be encoded non-
linearly



control tasks

(Hewitt et al., 2019)



designing control tasks

(Hewitt et al., 2019)

• independently sample a control behavior C(v) 
for each word type v in the vocabulary


• specifies how to define yi ∈ Y for a word token 
xi with word type v 

• control task is a function that maps each token 
xi to the label specified by the behavior C(xi) 
 



selectivity: high linguistic task 
accuracy + low control task accuracy

(Hewitt et al., 2019)

measures the probe 
model’s ability to make 
output decisions 
independently of 
linguistic properties of 
the representation



be careful about probe 
accuracies



how to use probe tasks to improve 
downstream task performance?

• what kinds of linguistic knowledge are 
important for your task?


• probe BERT for them


• if BERT struggles then fine-tune it with 
additional probe objectives 



example: KnowBERT

(Peters et al., 2019)


