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How does this work? 
• Are “novel” tasks really novel? Or are 
they buried somewhere within the trillions 
of words in the Common Crawl? 

• If not, how can the model “learn” to 
solve a new task without any training 
(i.e., gradient updates to optimize model 
performance on the new task)?



What’s in a demonstration?

Min et al., EMNLP 2022

https://arxiv.org/pdf/2202.12837.pdf


How important is input-label 
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This is a nice study, but it is also 
limited 
• Only studied simple classification tasks 
• The effect of these different aspects of 
demonstrations on generation tasks is 
unclear



Followup work tells a different story: 
• Yoo et al., 2022 shows that input-label 
mappings matter quite significantly when using 
different experimental conditions and eval 
metrics 

• Madaan and Yazdanbakhsh (2022) show that 
random rationales degrade chain-of-thought 
performance, but other modifications to the 
rationale (e.g., wrong equations) don’t affect it 
too much

https://arxiv.org/pdf/2205.12685.pdf
https://arxiv.org/pdf/2209.07686.pdf


Okay, but how does the LLM make use of 
(any aspect of) the demonstration? 

“We investigate the hypothesis that 
transformer-based in-context learners 
implement standard learning algorithms 
implicitly, by encoding smaller models in their 
activations, and updating these implicit models 
as new examples appear in the context.” 
— Akyürek et al., ICLR 2023

https://openreview.net/pdf?id=0g0X4H8yN4I


Can a Transformer do linear 
regression?

• Akyürek et al., ICLR 2023: theoretically proved that LLMs 
can learn a small linear model


• The above linear regression loss has a closed form 
solution:


• But can also be solved via gradient descent



Transformers can implement some 
primitive operations useful for learning



Using these primitives, they show that 
Transformers can implement one step of 

gradient descent 



Probe networks show that Transformers 
encode useful intermediate computations 

while training the linear models


