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SERIOL Reading

Carol Whitney
Department of Linguistics, University of Maryland, College Park, MD, USA

Piers Cornelissen
Department of Psychology, University of York, York, UK

In recent years, there has been a growing interest in the issue of orthographic
processing in visual word recognition. We compare the SERIOL model to
parallel models in their ability to explain experimental data at the lexical and
sub-lexical levels. We find that the parallel models have difficulty accounting
for position-independent letter priming, letter perceptibility patterns, and
temporal effects.

INTRODUCTION

Following the publication of the SERIOL model of letter-position encoding

(Whitney, 2001a), interest in understanding orthographic processing has

grown and several alternative models have been presented. The overall goal

of this paper is to compare the SERIOL model to other models in their

ability to explain experimental results. A commentary on one competing

model, SOLAR (Davis, 1999; Davis & Bowers, 2006), is presented elsewhere

(Whitney, in press). Here, we concentrate on a group of models that include

multi-letter units and purely parallel processing. (Dehaene, Cohen, Sigman,

& Vinckier, 2005; Grainger, Granier, Farioli, Van Assche, & van Heuven,

2006; Grainger & van Heuven, 2003). We also address specific criticisms of

the SERIOL model (Dehaene et al., 2005; Goswami & Ziegler, 2006).

The organisation of this article is as follows. We start by defining

the problem of letter-position encoding, and discussing its importance. Next,

we briefly review the four models under consideration. We then compare the

models in various contexts. First, we review letter-priming experiments and
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discuss whether the models can account for these data. Second, we discuss

the models’ ability to explain letter perceptibility patterns. Third, we discuss

serial processing. Fourth and fifth, we consider the robustness of the

proposed representations for direct lexical access and for sub-lexical

phonological processing.

LETTER-POSITION ENCODING

When a visual image first arrives at the cortex, it is in the form of a

retinotopic encoding. If the stimulus is a string, this spatial representation

must be transformed to an encoding of the constituent letters’ identities and

positions, to provide a suitable representation for lexical access. There is a

growing consensus that reading involves multiple processing routes. On the

lexical route, a string directly accesses lexical representations. On the sub-

lexical route, a string is mapped onto a phonological representation, which

then contacts lexical representations. Thus one aspect of the problem of

letter-position encoding is to define how a retinotopic representation is

converted into abstract encoding of letter order, which provides input to the

lexical and sub-lexical routes. A further aspect is to define how this encoding

then activates lexical representations along the lexical route in particular.

Note that the problem of letter recognition itself is not addressed. Rather, the

question is more abstract � given the ability to identify letters, how are the

relationships between letters derived from a spatial encoding, and repre-

sented to allow lexical and phonological processing?

This question is highly relevant to the problem of developmental dyslexia.

Although it is widely assumed that dyslexia stems from a core phonological

deficit, this is not necessarily the case (Castles & Coltheart, 2004). There is

evidence that aspects of visual processing are abnormal in many dyslexics

(e.g., Buchholz & Aimola Davies, 2006; Cornelissen, Richardson, Mason, &

Stein, 1995; Facoetti & Molteni, 2001; Livingstone, Rosen, Drislane, &

Galaburda, 1991; Sperling, Zhong-lin, Manis, & Seidenberg, 2003). If the

visual system cannot provide an accurate encoding of letter order, this will

interfere with the ability to learn the relationships between letters and

sounds, leading to an impaired ability to read pseudowords and to perform

phonological-awareness tasks (Whitney & Cornelissen, 2005). Thus a visual

deficit could cause difficulties in phonological processing, even in the absence

of a core phonological deficit. In order to understand what could go awry in

dyslexics’ visual processing, it is first necessary to understand normal visual

processing in reading.

The question of letter-position encoding is also relevant to the field of

visual object recognition in general. An abstract orthographic encoding

entails a representation that is not tied to retinal location, but which encodes

144 WHITNEY AND CORNELISSEN
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spatial relationships between the letters. The problem of representing sub-part

relationships in a location-invariant manner is a basic issue in visual object

recognition. Understanding how the brain solves this problem in the

restricted domain of visual word recognition may shed light on general

mechanisms of visual processing.
Thus, understanding how letter position is encoded is of great practical

and theoretical significance. Therefore, it is important to identify an accurate

model of orthographic processing. We next review four contenders, and then

evaluate them on their representational and explanatory capacity.

MODEL REVIEWS

Figure 1 summarises the models under consideration. The models will each

be presented in a bottom-up manner. For brevity, we will simply specify the

proposed representations and not address the motivations for choosing

them. For the SERIOL model, these issues are addressed in detail elsewhere

(Whitney & Berndt, 1999; Whitney, 2001a). For clarity, capitalised boldface

will be used to denote a model unit encoding an item, while italics will be

Figure 1. Overview of the four models under consideration, from left to right: the SERIOL

model (Whitney, 2001a, 2004a); the model of Grainger & van Heuven (2003); the model of

Deheane et al. (2005); the Overlap Open-Bigram model (Grainger et al., 2006)
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used for a stimulus. For example, CART denotes a word unit that recognises

the string cart.

SERIOL

The SERIOL model is a theoretical framework that describes how

information is represented at each of its processing layers and specifies

how each representation is transformed into the encoding at the next layer. It

is summarised in Figure 1. The model focuses on bottom-up processing, but

this is not meant to rule out top-down interactions.

The SERIOL model is comprised of five layers: edges, features, letters,

open-bigrams, and words. The first two layers are retinotopic, while the latter

three are abstract. For the retinotopic layers, the term activation level will be

used to denote the total amount of neural activity devoted to representing a

letter within a given layer. A letter’s activation level increases with the

number of neurons representing that letter and their firing rate. For the

abstract layers, the term activation will denote the activity level of a

representational unit in a given layer.
The edge layer models V1/V2. In these areas, the rate of spatial sampling

(acuity) is known to sharply decrease with increasing eccentricity. This is

modelled by the assumption that activation level decreases as distance from

fixation increases. This pattern is termed the acuity gradient.

The feature layer models V4. Based on learned, hemisphere-specific

processing, the acuity gradient of the edge layer is converted to a

monotonically decreasing activation gradient (dubbed the locational gradi-

ent) in the feature layer. That is, activation level is highest for the first letter,

and decreases across the string. Hemisphere-specific processing is necessary

because, for a fixated word, the acuity gradient does not match the locational

gradient in the first half of the word (i.e., acuity increases from the first letter

to the fixated letter, whereas the locational gradient decreases across the

string), whereas the acuity gradient and locational gradient match in the

second half of the word (i.e., both decreasing). Strong directional lateral

inhibition is required in the hemisphere contralateral to the first half of the

word, in order to invert the acuity gradient. This processing is summarised in

Figure 2.

At the letter layer, corresponding to posterior fusiform gyrus, letter units

fire serially. That is, the letter unit encoding the first letter fires, then the unit

encoding the second letter fires, etc. This mechanism is based on the general

proposal that item order is encoded in successive gamma cycles (60 Hz) of a

theta cycle (5 Hz) (Lisman & Idiart, 1995). That is, each activated letter unit

fires in a burst for about 15 ms (one gamma cycle), and bursting repeats

every 200 ms (one theta cycle). Activated letter units burst slightly out of

phase with each other, such that they fire in a rapid sequence. This firing

146 WHITNEY AND CORNELISSEN
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pattern is induced by the interaction of the locational gradient with sub-

threshold theta oscillations within the letter units; lateral inhibition between

letter units helps to maintain seriality. This mechanism also causes letter

units to have varying activations (i.e., different spiking rates and burst

durations), where activation generally decreases across the string, but rises

for the final letter. See Whitney (2001a) for details. Note that the serial
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Stronger excitation in RH..

Left-to-right in hibition in RH.

RH inhibits LH.

Figure 2. Illustration of the formation of the locational gradient at the feature level for the

centrally fixated stimulus castle. The vertical axis represents activation level, and the horizontal

axis represents retinotopic space, with fixation at the origin. The processing is comprised of three

transformations. For clarity, these transformations are shown as occurring sequentially, although

they would actually occur interactively. In each panel, the boldface letters represent the

activation pattern prior to the illustrated transformation, and the italics represent the result of

the transformation. Bottom Panel: the bold letters correspond to the acuity gradient. Stronger

RH excitation brings the first letter (as well as the other RH letters) to a higher activation level.

Middle Panel: the first letter inhibits the second letter, and the first two letters inhibit the third.

Thus RH, left-to-right inhibition inverts the acuity gradient. Top Panel: cross-hemispheric

inhibition ‘joins’ the hemispheric gradients. The final result (bold letters in LVF/RH and

italicised letters in RVF/LH) is a monotonically decreasing activation gradient
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encoding is the key point of abstraction; the retinotopic representation is

mapped onto a temporal one, providing a location-invariant representation

of letter order.

This abstract, serial encoding provides input to both the lexical and

sub-lexical routes. It is assumed that the sub-lexical route parses and

translates the sequence of letters into a grapho-phonological encoding

(Whitney & Cornelissen, 2005). That is, the resulting representation

encodes syllabic structure and records which graphemes generated which

phonemes. However, a more detailed description of the neural under-

pinnings of this processing is currently beyond the scope of the model.

The remaining layers of the model address processing that is specific to

the lexical route.

At the open-bigram (Grainger & Whitney, 2004) layer, corresponding to

left middle fusiform, units recognise pairs of letter units that fire in a

particular order. That is, open-bigram unit XY is activated when letter-unit X

fires before Y, where the letters x and y were not necessarily contiguous in the

string. The activation of an open-bigram unit decreases with increasing time

between the firing of the constituent letter units. The open-bigram units

connect to the word layer, via weighted connections. The input to a word unit

is the dot-product of the bigram vector and its weight vector.

Whitney (2004a) specified several refinements to the open-bigram

representation first presented in Whitney and Berndt (1999). (1) Originally,

open-bigram activations also depended on the constituent letter units’

activations (which depend on string position). This assumption has been

dropped; bigram activations depend only on the distance between the

constituent letters. Experimental data that were originally explained by

positional variations in bigram activations are now explained directly by

seriality (Whitney, 2004a, 2007). (2) The representation is now taken to

include edge units, which explicitly encode the first and last letters. For

example, the encoding of the stimulus CART would be *C, CA, AR, CR, RT,

AT, CT, and T*, where * represents an edge. (3) Normalisation of weights is

assumed, such that weights to shorter words are larger than weights to

longer words. For example, the connection weights from CA, AN, and CN to

the word-unit CAN are larger than the weights to CANON. Hence, the

stimulus can would activate CAN more than CANON. Changes (2) and (3)

replace the original assumption that the bigram encoding the external letters

possessed special properties.

Grainger and van Heuven (2003)

In this model, an alphabetic array is converted in parallel into an open-

bigram encoding, where open-bigram activations are either 1 or 0. Open

148 WHITNEY AND CORNELISSEN
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bigrams are activated by letter pairs having up to two intervening letters. The

open-bigram units then connect to word units.
The alphabetic array is a retinotopic encoding, in which a given letter has

a separate representation for each retinal location. Thus the conversion from

the alphabetic array to the open-bigram representation creates a location

invariant representation. However, the model does not specify the underlying

mechanisms of this conversion.

Dehaene et al. (2005)

This model starts with noisy retinotopic letter array. That is, the occurrence

of a letter in given retinal location activates the representation of that letter

in the corresponding location in the array, and partially activates

representations of that letter in nearby locations in the array. At the next

layer of processing, retinotopic detectors respond to bigrams (ordered

contiguous letter pairs), rather than to open-bigrams. However, due to the

noise in the letter level, some of the activated bigram detectors represent

open-bigrams and transpositions. The next level consists of detectors for

ordered contiguous pairs of bigrams (i.e., four-grams), which connect to

word units.

The gist of the model is that location-invariance is achieved by gradually

increasing receptive-field size. However, the four-grams would also have to be

retinotopic (in order to recognise open-bigrams in a particular order), so the

model does not actually include a location-invariant encoding of letter order.

For example, under the given scheme, learning a novel four-letter word

presented at fixation would not allow recognition of that word some distance

from fixation.

Overlap Open-Bigram model

Grainger et al. (2006) presented a variation of the above models, dubbed the

Overlap Open-Bigram model (OOB), in which the first two layers of the

model are the similar to those of Dehaene et al. (2005) (i.e., noisy retinotopic

letters and bigrams). The retinotopic bigrams then activate abstract bigrams,

which activate the word level. The graded activity levels at the letter layer

(full versus partial activation) propagate to the bigram levels. As a result,

bigram detectors representing contiguous bigrams are more highly activated

than those encoding open-bigrams or transpositions.

Thus, this model improves on the above two models, in that it includes a

location-invariant encoding and a mechanism for bigram activation. Within

the bigram level, the OOB model is similar to the SERIOL model in that it

employs graded bigram activations, except that the OOB model also includes

activation of bigrams corresponding to transpositions.

SERIOL READING 149
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Summary

The models differ in three key ways as illustrated in Figure 1.

1. Abstraction occurs at different levels of processing. The SERIOL

model is the only one that specifies an abstract representation of

individual letters. Such a letter unit can represent that letter in any

retinal location, wherein timing firing binds positional information to

the letter identity. In contrast, there are separate letter units for a given

letter at different retinal locations in the other models.

2. The SERIOL model includes a serial encoding, while the other models

are purely parallel. In the SERIOL model, space is mapped onto time

to create an abstract, invariant representation. This abstraction

mechanism allows an invariant representation to be achieved at a

lower level of processing (i.e., individual letters) than the other models.

3. The SERIOL model specifies processing below the letter level, while the

other models do not. As argued in the upcoming sections, the proposed

processing accounts for a variety of orthographic effects that the other

models do not address.

In comparing the models, we will first look at experimental results on non-

pronounceable letter strings. Such stimuli isolate processing at a pre-lexical,

orthographic, non-phonological level. Priming experiments indicate the

existence of abstract letter representations, while perceptual studies show

patterns specific to alphanumeric status, visual field, and reading direction.

LETTER PRIMING

Peressotti and Grainger (1995) performed a series of alphabetic-decision

experiments that are quite informative as to the nature of orthographic

encoding at the letter level. The task was to identify whether a three-

character stimulus consists entirely of letters. Targets were comprised of three

consonants, while foils consisted of two consonants and a non-letter

character, such as ‘&’. A briefly presented prime (33, 50, or 67 ms) and a

mask preceded the stimulus. The goal was to investigate the effect of different

relationships between prime and target. To indicate such relationships, the

prime’s letters will be denoted by their position in the target, with ‘d’

indicating a letter not in the target. For example, for the target GDK, the

prime GDK is denoted 123, KGD is 312, and LDK is d23.

The results of the experiments are summarised in the upper panel of

Figure 3. Several things are evident. For same-position primes (123),

facilitation is robust at all exposure durations. The other prime types give

150 WHITNEY AND CORNELISSEN
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Figure 3. Upper Panel: Summary of experimental results from Peressotti and Grainger (1995).

For same-position and cross-position primes (123 and 312), presentation durations were varied.

For transposition (132, 321, 213) and replacement (d23, 1d3, 12d) primes, prime type was varied

while presentation duration was held constant. Facilitation figures for the first three groups

(same-position, cross-position, and transposition primes) directly reflect the experimental

findings, which were obtained under a go/no-go procedure. The replacement primes were run

under a yes/no procedure, which gave reduced facilitation overall. In order to compare

replacement primes to the other conditions, their facilitations were scaled based on the results for

transposition primes, which were also run under the yes/no procedure. To produce the scaled

values, we compared the amount of facilitation for transposition primes under the go/no-go and

the yes/no procedures, and multiplied the actual facilitations for the replacement primes by this

factor, 1.7. Lower Panel: Mathematical model of data from Peressotti and Grainger (1995). The

fit is based on a combination of fast parallel retinotopic priming, and slower serial abstract

priming, as explained in the text
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a reduced effect. For cross-position primes (312), facilitation is sensitive to

exposure duration. Replacement primes (12d, 1d3, d23) induced a positional

effect (12d produced significantly more facilitation than 1d3), while

transposition primes (132, 321, 213) did not.
The fact that facilitation occurred for cross-position primes indicates that

there are letter representations that can encode a given letter at different

retinal locations and string positions. Indeed, based on duration effects, the

authors concluded that there are two types of letter detectors, position-

specific and position-independent. Position-specific detectors are activated

first, followed by the position-independent detectors. Whitney (2001b)

argued that the position-specific effect may not actually stem from string

position, but rather may be retinotopic. Although primes and targets were
presented in different font sizes (so letters in the same string position in the

prime and target appeared at different retinal locations), there may still have

been retinotopic overlap between letters at the same position, due to feature

detectors with receptive fields large enough to span the differing retinal

locations.

Indeed the data are well approximated under the following assumptions.

The prime activates a retinotopic encoding in parallel (corresponding to the

feature layer of the SERIOL model). The retinotopic encoding activates
abstract letter units serially at the rate of about 15 ms a letter. For a 33 ms

prime, only the first letter of the prime activates an abstract letter unit. For

50 ms, the first two letters of the prime activate abstract letter units, while all

three abstract letter units are activated at 67 ms. The following values provide

a reasonable fit to the data, shown in the lower panel of Figure 3. A

retinotopic match (match on letter identity and position) provides 5 ms of

facilitation per letter, and an abstract match provides an additional 5 ms of

facilitation. (A retinotopic match does not necessarily cause an abstract
match, because the number of abstract matches depends on exposure

duration.) The total amount of priming is given by the sum across letters

for retinotopic and abstract matches, up to a maximum facilitation of 25 ms.

For cross-position primes, the seriality explains the monotonic increase

with exposure duration. The seriality also explains the difference in

positional effects between transposition and replacement primes, for which

presentation duration was 50 ms. Recall that only the first two positions of

the prime activate abstract letter units at this duration. Replacement-prime
12d generates two abstract matches because the first two letters are in the

target. However, 1d3 only produces one abstract match, because the letter in

the second position is not present in the target. Similarly, d23 only generates

one abstract match, because the first letter is not in the target. Thus, the

number of abstract matches varies with replacement position, creating a

positional effect. For transposition primes, the first two letters are present in

the target in every condition (132, 321, or 213). Hence, all transposition

152 WHITNEY AND CORNELISSEN
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primes provide one retinotopic and two abstract matches, giving no effect of

the matched position.
This analysis leads to the prediction that the positional effect for

replacement primes should disappear for a prime duration of 67 ms, because

an abstract unit representing the prime’s third letter should also become

activated. That is, all replacement primes should yield two abstract matches

at this longer duration.

Thus these data are consistent with SERIOL’s proposal of sequential

activation of abstract letter units. The other models cannot account for these

data because they do not include abstract, location-independent letter units.

Note that the phenomena cannot be explained by simply proposing that

there are letter units with receptive fields spanning multiple string positions.

Such units would lose important location/position information. There would

have to be an additional mechanism for binding this information to such

units, but the parallel models have not specified such a mechanism. (In the

SERIOL model, string position is bound to the abstract letter units via firing

order.) Of course, the parallel models do not rule out the possibility of

abstract letter units, but such units do not play a direct role in the proposed

orthographic processing.

PERCEPTUAL PATTERNS

Perceptual tasks provide another method for investigating orthographic

encoding. In particular, it is of interest to note how perceptibility varies with

string position, and to examine how the positional pattern interacts with

alphanumeric status, visual field, and reading direction.

Two studies have examined perceptual patterns for letters versus non-

alphanumeric characters in arrays of centrally presented stimuli (Hammond

& Green, 1982; Mason, 1982), using a between-subjects design for the

different stimulus types. Both studies found an external-character advantage

for letters. That is, the first and last letters were processed more efficiently

than the internal letters. Mason (1982) also showed an external-character

advantage for number strings. However, both studies found that the

advantage was absent for non-alphanumeric characters; the first and last

characters were processed the least well, in line with their lower acuity. Thus

symbols that do not normally occur in strings show a different perceptual

pattern than alphanumeric characters. Therefore, the external-letter advan-

tage cannot be due to a general reduction of lateral inhibition, because such

a low-level effect should be present for any type of character. Any account of

letter-string processing should then explain how the external-letter advantage

arises.

SERIOL READING 153
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For three-letter strings briefly presented to a single hemifield, the

perceptual pattern varies with visual field. For left-to-right languages, the

first letter is perceived much better than the third in the LVF, while the first

and third letters are perceived equally well in the RVF (Hellige, Cohen, &

Eng, 1995; Legge, Mansfield, & Chung, 2001). This asymmetry reverses with

reading direction, as shown by studies in Hebrew (Eviatar, 1999) and Urdu

(Adamson & Hellige, 2006). Thus these patterns are clearly contingent on the

demands of encoding letter strings for reading, and therefore any model of

orthographic processing should account for them.

As described in more detail elsewhere (Whitney, 2001a, 2007; Whitney &

Cornelissen, 2005), the SERIOL model explains these patterns. The external-

letter advantage arises as follows. An advantage for the initial letter comes

from the directional inhibition at the (retinotopic) feature level, because the

initial letter is the only letter that does not receive lateral inhibition. An

advantage for the final letter arises at the (abstract) letter level, because the

firing of the last letter is not terminated by a subsequent letter. This

processing is specific to letter strings, explaining the lack of external-

character advantage for non-alphanumeric characters.

However, if the initial-letter advantage arises at the feature level (i.e., prior

to character identification), how could it be specific to letters? Recall that the

subjects seeing non-alphanumeric characters saw only that type of stimulus,

under the between-subjects design (Hammond & Green, 1982; Mason,

1982). Thus string-specific mechanisms would not have been activated in

such subjects. This suggests that an initial-character advantage for non-

alphanumeric arrays may emerge under a design in which alphabetic and

non-alphanumeric stimuli are interspersed.

The LVF pattern of a strong advantage for the first over the third letter is

explained by the proposed feature-level, left-to-right inhibition specific to the

LVF/RH in left-to-right languages. In the absence of such inhibition, there is

a shallower decrease in activation across the letters, yielding the more even

RVF/LH pattern. For right-to-left languages, this directional inhibition

should occur for the RVF/LH, explaining the reversal of trigram patterns

with reading direction.

Whitney (2004b) proposed that these differing orthographic activation

patterns are the cause of visual-field asymmetries in lexical decision. This

theoretical account was later experimentally confirmed by using contrast

manipulations to change orthographic activation patterns, resulting in

reversal of normal asymmetries. Whitney and Lavidor (2004) demonstrated

how to negate the length effect that is normally observed under LVF

presentation (Young & Ellis, 1985). Whitney and Lavidor (2005) showed how

to reverse the usual interaction between visual field and effect of ortho-

graphic-neighbourhood size (Lavidor & Ellis, 2002).
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In the parallel models, activation levels at the letter layer either do not

vary, or vary based on the offset from the centre of the corresponding

receptive field. Thus they cannot explain the differing patterns for alphanu-

meric versus non-alphanumeric characters, nor the hemifield patterns.
Next we contrast the models at higher levels of processing. We examine

arguments for and against serial lexical access, and then discuss the

suitability of the proposed representations for lexical activation along both

the lexical and sub-lexical routes.

SERIALITY

Because lexical-decision experiments have indicated that reaction times do

not vary with string length (Frederiksen & Kroll, 1976; Richardson, 1976), it

has generally been assumed that lexical access occurs in parallel. However,

this reasoning is problematic. It depends on the assumption that the amount
of time that it takes to reach response criterion after all the letters have fired

(the settling time) is independent of the number of letters. However, if the

greater amount of bottom-up input from a longer word were to yield a

decreased settling time, this could cancel or override the increased time it

takes for all the letters to fire. Thus there could be no length effect, or even a

reversed length effect, under a serial encoding.

Length effects

Indeed, there are a number of studies consistent with the idea that longer

strings may take more time to process at the orthographic level, but then take

less time at the lexical level. In an EEG study, Hauk and Pulvermuller (2004)

found that long words produced more activity than short words between
80�150 ms, while long words produced less activity than short words after

150 ms. Effects of word frequency first appeared around 150 ms, indicating

that lexical access was in progress during this latter time frame. Thus the

weaker activity for long words after 150 ms is consistent with reduced

settling time. In MEG dipole source analyses, both Cornelissen, Tarkiainen,

Helenius, and Salmelin (2003) (4-, 6- and 8-letter words) and Tarkiainen,

Helenius, Hansen, Cornelissen, & Salmelin (1999) (single letters, 2-letter

consonants and 4-letter words) showed a systematic decrease in latency with
increasing string length for letter-string specific responses around �150ms

after stimulus presentation. In another EEG study, Penolazzi, Hauk, &

Pulvermuller (2007) found an interaction between length and frequency, and

between length and semantic context at 120�180 ms; these interactions were

not present at later intervals. This suggests that the initial phase of lexical

activation overlapped with ongoing orthographic analysis, consistent with a

serial letter encoding that yields incremental activation of lexical items.

SERIOL READING 155



D
ow

nl
oa

de
d 

B
y:

 [J
H

U
 J

oh
n 

H
op

ki
ns

 U
ni

ve
rs

ity
] A

t: 
17

:2
3 

28
 A

pr
il 

20
08

 

Furthermore, a recent analysis (New, Ferrand, Pallier, & Brysbaert, 2006)

of lexical-decision reaction times on a database of over 40,000 words (Balota

et al., 2002) showed that RTs actually decrease as length increases from three

to five letters; RTs are constant for words of five to seven letters, and RTs

increase with length for seven or more letters. Hence, length has a facilitative,

neutral, or inhibitory effect, depending on the range considered. It is highly

unlikely that this variation reflects different methods of lexical access for

words of different lengths. Also, Whitney and Lavidor (2004) showed that

the length effect normally observed for LVF presentation can be negated by a

suitable contrast manipulation. It is also highly unlikely that this manipula-

tion changed the method of lexical access. Thus, the presence or absence of a

length effect cannot be used to divine whether lexical access is serial or

parallel.

Temporal manipulations

Rather, in order to test whether strings are processed serially, temporality

should be manipulated directly. One such study has provided strong evidence

for seriality. Nice and Harcum (1976) presented a six-letter pseudoword for

70 ms, which was replaced by another six-letter pseudoword for 30 ms.

Subjects were to report the letters perceived. For the initial letter, subjects

were more likely to report the letter from the first stimulus than the second,

but for positions two through six, the pattern reversed; subjects were more

likely to report the letter from the second stimulus than the first. Thus there

was an interaction between position and temporal order, indicating serial

processing. Note that this effect could not have been post-perceptual. If letter

identification had proceeded in parallel, then there should have been no

interaction between string position and order. Rather, the results indicate

that different portions of the first and second strings were sampled at

different times.

It is worth discussing in more detail whether the SERIOL model can

account for the pattern of results in this study. The following data are taken

from Figure 4 of Nice and Harcum (1976), in which a letter was counted as

correct if it was reported within one position of its true position. For the first

position, subjects reported the letter from the first stimulus in 25% of the

trials, and the letter from the second stimulus in 17%. For the second

position, reports from the first and second stimuli were 14% and 19%,

respectively; in the third through sixth positions, reports from the first and

second stimuli were approximately 10% and 17%. The letters were drawn

from a pool of 12, so chance was about 8%. Thus report of the letters from

the first stimulus fell to near chance in positions three to six.

For the first string position, the identification rate from the first stimulus

was not near ceiling, while the rate from the second stimulus was above
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chance. Isn’t this pattern incompatible with the idea that the first letter of the

first stimulus was reliably processed before the second stimulus was

presented? That is, if processing of the first letter was complete before the

second stimulus even appeared, how could the first letter of the second

stimulus influence report of the first letter? Why wasn’t the recognition rate

from the first stimulus higher?

This pattern is explained by the existing proposal that string processing

occurs across multiple oscillatory cycles (Whitney & Lavidor, 2005). First we

elaborate on the general proposal, and then discuss it in the context of the

present experiment. In the following, we use the term ‘scan’ specifically to

denote the conversion from a parallel representation to a serial representa-

tion as proposed in the SERIOL model; this is an automatic, subconscious

process and should not to be confused with a scan driven by top-down

processing.

Recall that serial letter firing is proposed to be driven by a theta cycle,

which has a duration of about 200 ms. Thus, over a period of about 400 ms,

the letters can be scanned twice. During the first theta cycle, the letters are

activated based on bottom-up information, and lexical items are initially

activated. During the next oscillatory cycle, the letters are scanned again in

the presence of top-down lexical information, a single interpretation of the

string is established, and the corresponding semantic representation is fully

activated. This is consistent with evidence that lexical effects (e.g., frequency)

are first visible in the EEG and MEG at about 150�180 ms, but semantic

effects peak at 400�450 ms post-stimulus (i.e., the N400 component)

(Penolazzi, Hauk, & Pulvermuller, 2007). That is, lexical effects first appear

on the time scale of one theta cycle and peak after two theta cycles,

consistent with two waves of activation.

Single cell recording indicates that a very brief stimulus (16 ms) results in

elevated firing for about 300 ms (Rolls, Tovee, & Panzeri, 1999). Thus,

although the stimuli in the present experiment were only exposed for a total

of 100 ms, continued neural activity would have been sufficient to support

multiple scans. The first scan would start across the first stimulus, allowing

read out of the initial letters. Then the second stimulus would induce neural

activity that was a combination of the two strings; the first scan would then

operate over this combined representation for the remainder of the string.

Then the second scan would operate on the combined representation for all

positions, superseding the first scan. However, the second scan would be

influenced by the first one, via top-down excitation from partially activated

lexical items, and increased excitability of previously activated letters. Thus,

there would be an increased probability of identifying the letters in the initial

two positions as coming from the first string, but this tendency would not be

absolute.
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This serial account explains the pattern of experimental results. However,

couldn’t an activation gradient across a purely parallel representation explain

the data? That is, perhaps activation level varies with position, and the way in

which the two stimuli combine varies with activation level, so the relative
contribution of each stimulus varies with position. While this possibility

can’t be completely ruled out, it would require the assumption of very

particular non-linear interactions between the two stimuli in order to explain

the present pattern. Identification of the first stimulus was relatively high for

the first position, reduced for the second position, and flattened out to near

chance for the remaining positions, while identification of the second

stimulus was fairly flat across all positions. Thus the relative proportions

of the two stimuli did not vary smoothly across positions; this non-linearity
is inconsistent with a graded combinatory effect of activation levels. Rather,

the pattern is predicted and most parsimoniously explained by the proposal

that letters are identified serially.

Another experiment that manipulated temporality also provides support

for serial processing. Adelman and Brown (2007) presented a four-letter

word for variable durations (0 to 42 ms, in increments of 6 ms), followed by a

mask and a two-alternative forced choice between the target and a foil word.

The foil was of various types: (1) single-replacement: d234, 1d34, 13d4, or
123d; (2) double-replacement: dd34, 1dd4, 12dd, or d23d; (3) transposition:

2134, 1324, 1243, or 4231; or (4) all different: dddd. Thus the position of

difference between the target and foil was parametrically varied in the foil

types. Based on the interaction between accuracy, exposure duration, and

position of difference, they found that latency of letter information increased

with string position. Information about letter identity and order was

available earlier for the initial letter than the internal letters, and earlier

for the internal letters than the final letter. These results are consistent with a
read-out of letter information from left to right on a millisecond time scale. It

is interesting to note that there was no final-letter advantage. This is

consistent with the SERIOL account of the final-letter advantage, which

depends on the ability of the final letter unit to fire for a longer period of

time than the internal letters. For very brief presentations, the final letter is

not activated or does not receive enough input to sustain prolonged firing,

yielding no advantage.

While the results of Adelman and Brown are consistent with serial
processing, they could also be explained by a parallel mechanism with an

activation gradient, in which the overall strength of the gradient grows with

time. However, this would be inconsistent with the final-letter advantage

observed in experiments with longer exposure durations (e.g., Hammond &

Green, 1982; Mason, 1982), because the final letter would always be the

least activated letter under a gradient account. Thus the Adelman and

Brown results, when considered in combination with data from other
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experiments, are best explained via serial processing. Note that the

alternative models under consideration cannot explain these results at all,

as each is a parallel model without a monotonically decreasing activation

gradient.

Oscillatory activity

In fact, the serial oscillatory mechanism was originally motivated by the need

to explain the absence of a final-letter advantage at very brief exposures

versus its presence at longer exposures, as discussed in Whitney and Berndt

(1999). This proposal was based on theoretical considerations, not on

experimental evidence for oscillatory activity. However, such evidence has

subsequently emerged. Klimesch et al. (2001) showed that left occipital theta

power increased with string-processing demands for normal, but not

dyslexic, subjects. Krause et al. (2006) demonstrated that a theta power

increase during lexical processing was specific to the visual modality of

presentation. Bastiaansen, van der Linden, Ter Keurs, Dijkstra, and Hagoot

(2005) found that left occipital theta power increased with string length.

The proposed coupling of gamma sub-cycles to a theta carrier wave

predicts that gamma power should vary systematically with theta phase,

because activity at the gamma frequency is taken to occur during a specific

portion of the theta cycle. This coupling is taken to be a basic representa-

tional mechanism of the visual system (Whitney & Cornelissen, 2005),

implying that gamma/theta co-variation should be present during both

visual word and object recognition. In an EEG experiment, such co-variation

has indeed been observed for visual object perception (Demiralp et al., 2007).

To our knowledge, the gamma/theta relationship has not yet been

investigated for string stimuli.

In sum, a survey of the experimental data shows no studies in conflict with

seriality, and finds strong evidence for sequential processing. Furthermore,

simulations presented in Whitney (2004a, 2007) show how serial activation of

open-bigrams accounts for error patterns in aphasia (Berndt, Haendiges, &

Mitchum, 2005; Whitney & Berndt, 1999), and for the presence and absence

of positional effects in masked form priming, depending on the type of prime

(Schoonbaert & Grainger, 2004; Grainger et al., 2006).

DIRECT LEXICAL ACCESS

Dehaene et al. (2005) argued that an open-bigram encoding could not

provide a sufficiently robust encoding of letter order to support lexical

recognition. They considered an on/off encoding with no edge units, arguing

that such a representation fails to give a unique coding to strings with
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repeated letters. For example, the strings sense, ensse and sensse would all

generate the same representation under these assumptions.

However, this argument does not apply to the open-bigram representation

specified in Whitney (2004a), in which graded activations represent the

separation of the component letters, edge units specify the external letters,

and weights encode length information. To test the adequacy of this

encoding, the string sensse was added to the most recent implementation

of the bigram and word levels of the SERIOL model (Whitney, 2007). With

no change to the parameter settings, the stimulus sense yielded SENSE as the

winning word unit, while sensse activated SENSSE as the winner. Thus an

open-bigram encoding can differentiate between similar strings with repeated

letters, contrary to the claims of Dehaene et al. However, the difference in

activation levels between SENSSE and SENSE was small. In the following

section, we discuss evidence that orthographic encoding is actually more

precise along the sub-lexical route.

Dehaene et al. (2005) solved the ambiguity problem by including units

that encode higher-order sets of letters � bigrams activate four-grams, which

activate words. However, such a representation means that there is zero

similarity between similar words such as care and core. That is, the stimulus

core would not activate the word-unit CARE at all, because it would not

activate the four-gram CARE. Intuitively, it is obvious that core is more

similar to care than to a word matching no letters, yet their proposed

encoding does not capture this similarity. While it could be argued that core

partially activates the four-gram CARE, such partial activations were not

specified in their model. Once partial activations are considered, open-

bigrams can attain a finer encoding of letter order (than under the on/off

constraint), and there is no reason to include a higher-order encoding.

PHONOLOGY

Goswami and Ziegler (2006) argued that the demands of phonological

processing should also be considered in constructing models of visual word

recognition. They pointed out that parallel open-bigrams do not provide a

suitable basis for learning grapheme-phoneme mappings, as open-bigrams

are not phonologically relevant units.

However, their argument does not apply to the SERIOL model, because

there is a serial, location-invariant representation of individual letters, which

provides input to both the lexical and sub-lexical routes. The open-bigram

representation is taken to be specific to the lexical route (Whitney &

Cornelissen, 2005). Recall that the serial representation activates a grapho-

phonological, syllabic representation along the sub-lexical route. Indeed,

there is mounting evidence that the phonological representation is assembled
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serially (Carrerias, Ferrand, Grainger, & Perea, 2005; Roberts, Rastle,

Coltheart, & Besner, 2003), which meshes nicely with the proposed serial

letter encoding.

The proposed differences in orthographic encoding along the two routes

suggest that letter order is encoded more reliably on the sub-lexical route.

That is, open bigrams introduce ambiguity along the lexical route, while a

syllabic representation provides a more veridical encoding of the string.

Indeed, Frankish and Turner (2007) concluded that letter-order encoding is

more precise along the sub-lexical route, based on studies involving

Transposed-Letter (TL) nonwords formed by transposing two adjacent

letters of a base word. They found that unpronounceable TL nonwords, such

as glvoe, are more likely to be misperceived as actual words than are

pronounceable TL nonwords, such as golve. This result is quite striking, as it

contradicts the usual finding that orthographically illegal nonwords are

easier to reject than pronounceable nonwords.

Based on a series of experiments, Frankish and Turner (2007) concluded

that the sub-lexical representation generated by a pronounceable TL

nonword inhibits the mismatching base word (which was activated via the

lexical route); for unpronounceable TL nonwords, there is no sub-lexical

representation to inhibit the base word, so more lexicalisation errors occur.

(The pattern of experimental results supported this account better than the

alternative possibility that unpronounceable TL nonwords directly cause

more activation of the base word.) Thus the sub-lexical route generates

distinct representations for glove, glvoe, and golve, implying a precise

encoding of letter order, while the lexical route has more difficulty

distinguishing between these stimuli.

Despite the suitability of SERIOL’s representations for the demands of

phonological processing, Goswami and Ziegler (2006) argued that ‘This

solution ignores data showing that phonology affects the lexical route, such

as body-neighborhood effects in lexical decision (Ziegler & Perry, 1998)’. It is

unclear what is meant by this statement. First, Whitney (2004b) specifically

discussed the data presented by Ziegler and Perry (1998), explaining in detail

how the SERIOL model explains their findings. Second, the general issue of

interaction between the lexical and sub-lexical routes is orthogonal to the

question of how letter order is encoded. Presumably, the lexical and sub-

lexical routes converge onto the same lexical representations. The usual

assumption of top-down connections from the lexical representations back

to letters and phonemes would cause interaction between the routes, because

orthographically driven lexical information could then affect the phonemic

representation, and vice versa. This connectivity pattern is independent of

how letter position is encoded.
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CONCLUSION

We have seen a range of relevant data that the parallel models are unable to

explain. Because these models do not specify a level of abstract letter units,

they cannot account for letter-priming results and do not provide a

representation suitable for phonological processing. Because the alternative

models do not include an activation gradient or serial processing, they are

unable to explain observed patterns of letter perceptibility, the influence of

temporal manipulations, the effect of contrast manipulations on visual-field
asymmetries, and the existence of oscillatory phenomena in string proces-

sing. In contrast, the SERIOL model predicts and explains all of these

findings, while specifying representations that are suitable for both lexical

and phonological processing. For a discussion of the resulting implications

for dyslexia and visual object recognition, see Whitney and Cornelissen

(2005).
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