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Abstract

Devicesin mobile ad hoc networkswork as network
nodesand relay padkets originated by other nodes. Mo-
bile ad hoc networkscan work properly only if the par-
ticipating nodescoopeatein routing and forwarding. For
individual nodesit might be advantayeousnot to cooper
ate though.Thenew routing protocol extensiongresented
in this papermale it possibleto detectand isolate misbe-
havingnodesthusmakingit unattractiveto denycoopea-
tion. In the presentedscheme trust relationshipsand rout-
ing decisionsare madebasedon experiencedpbservedpr
reportedrouting and forwarding behaviorof other nodes.
A hybrid schemeof selectivealtruism and utilitarianism is
presentedo strengthermobilead hoc networkprotocolsin
their resistanceo securityattads, while aimingat keeping
networkthroughput,or goodput,high. This paperfocuses
particularly onthenetworklayer, usingtheDynamicSource
Routing(DSR)protocolasan example

1. Intr oduction

Mobile ad hocnetworksdo notrely on ary fixedinfras-
tructurebut communicaten a self-olganizedway. Their
propertieslead to new vulnerabilitiesto attacksunknown
in infrastructure-basedr wired networks. In this paperwe
addressheserequirement$or morefairnessandrobustness
of mobilead hocnetworks. An exampleof amobileadhoc
network is beingdevelopedwithin the Terminode$ project
[8] whichis aboutlargemobileadhocnetworks. It is differ-
entfrom othermobile ad hoc networks asproposedn the
MANET (mobile ad hoc networks) working group of the
IETF[11] in thatthenetwork is awide-aiea, self-omganized
network. Thewide areaaspectaisesscalabilityissuesand,

Ihttp://wwwterminodes.a

Jean-YeslLe Boudec
EPFL-DSC
CH-1015LausanneSwitzerland

jean-y\es.leboudec@epfl.ch

furthermoretheTerminodesietworkis notlimited to anor-
ganizatiorwho couldenforcecooperationThereforethere
is a needfor incentivesto cooperaten orderto encourage
the nodesto forward paclets,althoughdoing so consumes
their resourcesThe issuediscussedn this paperarerele-
vantfor both TerminodesandMANET-stylemobileadhoc
networks.

One of the protocols presentedand discussedin the
MANET working groupof the[ETF is theDynamicSource
Routing(DSR) protocol[9]. It is briefly presentedn Sec-
tion 5 andsenesasan exampleof securityvulnerabilities
andwhat canbe doneto eliminatethem. An extensionto
DSRis proposedor this purpose.

1.1 SpecialSecurity Issuesfor Mobile Ad Hoc Net-
works

In addition to authentication,integrity, confidentiality
availability, accesgontrolandnon-repudiatiorfse€[16] for
details) which have to beaddressedifferentlyin amobile,
wireless battery-paveredanddistributedenvironment,mo-
bile adhocnetworksraisethe following securityissues:

Cooperationand fair ness: There is a trade-of between
goodcitizenship,i.e. cooperationand resourcecon-
sumption, so nodeshave to economizeon their re-
sources. At the sametime, however, if they do not
forward messagespthers might not forward either
therebyderying themservice. Total non-cooperation
with othernodesandonly exploiting their readinesso
cooperateds one of several boycotting behavior pat-
terns. Therefore,therehasto be an incentive for a
nodeto forward messagesthat are not destinedto it-
self. Attacksincludeincentve mechanisnexploitation
by messag@terceptiongcopying, or forging;incorrect
forwarding;andbogusroutingadwertisement.

Confidentiality of location: In some scenarios, for in-



stancein a military application, routing information
canbe equally or even moreimportantthanthe mes-
sagecontentitself [6].

No traffic diversion: Routesshouldbe adwertisedandset
up adheringto the choserrouting protocolandshould
truthfully reflectthe knowledgeof thetopologyof the
network. By divertingthetraffic in thefollowing ways,
nodescanwork againsthatrequirement:

Routing: To get information necessaryor success-
ful maliciousbehaior, nodescan attracttraffic
to themselesor their colludingnodesby means
of falserouting adwertisements.Although only
suitablefor devicesthathave enoughpower, alot
of informationcanbe gatheredhis way by mali-
ciousnodedor lateruseto enablemoresophisti-
catedattacks.

Denial-of-serviceattackscanbe achiezed by bo-
gus routing information (injecting of incorrect
routing information or replay of old routing in-
formationor ‘black hole routes’) or by distort-
ing routing informationto partition the network
or to load the network excessvely, thuscausing
retransmissions.

Forwarding: Nodescandecideto forward messages
to partnersin collusionfor analysis,disclosure,
or monetarybenefits;or may decidenot to for-
ward messageat all, thusboycotting communi-
cations.

1.2 Motivation for Attacks

The lack of infrastructureand organizationalerviron-
ment of mobile ad hoc networks offer specialopportuni-
ties to attaclers. Without propersecurity it is possibleto
gainvariousadwvantagesy maliciousbehaior: betterser
vice thancooperatinghodes monetarybenefitsby exploit-
ing incentive measure®r tradingconfidentialinformation;
saving power by selfishbehaior, preventingsomeoneelse
from gettingproperservice extractingdatato getconfiden-
tial information,andsoon. In contrast,Section3 provides
arationalewhy cooperatiorcanpay off.

1.3 Thwarting Attacks: Objectives

We would like to achieve the following effect with our
protocol: maliciousbehaior and non-cooperatiorshould
be punishedandshouldnot pay off. Detectionof this kind
of behavior is key but nottheonly point. The detectionhas
to leadto areactionof othernodessuchthatit resultsin a
disadantagefor the maliciousnode. This punishmentan
verywell beby meansf isolation,but notpositiveisolation

in beingisolatedfrom the societys dutiesbut above all the
societys rights. Packetsof maliciousnodesshould,upon
detectionof the node being malicious, not be forwarded
by the normally behaing nodes. If, however, a nodewas
wrongly accuseaf beingmaliciousor turnsoutto beare-
pentingcriminal equivalentwho is nolongermaliciousand
hasbehaed normally for a certainamountof time, some
sortof ‘re-socialization’andre-integrationinto the network
communicationshouldbe possible.

Prevention, detection and reaction: According to
Schneiel[14], a prevention-onlystratey only worksif the
prevention mechanismsare perfect; otherwise, someone
will find out how to getaroundthem. Most of the attacks
and vulnerabilitieshave beenthe result of bypassingpre-
ventionmechanisms.Given this reality, detectionandre-
sponsereessential.

1.4. Organization of the Paper

Theremaindeiof this paperis organizedasfollows: Re-
lated work is discussedn Section2, followed by a novel
approachto increasefairness,robustnessand cooperation
which is motivatedin Section3, outlinedasa protocolin
Section4 andappliedto DSRin Section5. Therestof this
paperconsistf anoutline of futurework in Section6 and
the concludingSection?.

2. RelatedWork

Andersonand Stajano[1] authenticateusersby ‘im-
printing’ accordingto the analogyof ducklingsacknawl-
edgingthe first moving subjectthey seeas their mother
but enablingthe devices to be imprinted several times.
Haasemplogys thresholdsecurity allowing for several cor
ruptednodesor collusions[7]. Garcia-Luna-Aceeset al.
[15] looked at securityof distancevectorprotocolsin gen-
eral. For the Terminodegroject,incentvesto cooperatdy
meansof so-callednuglets[4] thatsene asa perhop pay-
mentin every paclet have beensuggestedby Buttyanet al.
to ensurdorwarding. Theschemesuggestetierein thefol-
lowing sectionsaddresseadditionalissuesin the network
layersuchastraffic diversion.

Marti etal. [12] obseredincreasedhroughputin mo-
bile adhocnetworksby complementindSRwith awatch-
dog (for detectionof maliciousbehaior) anda ‘pathrater’
(for trustmanagemerdandroutingpolicy, every usedpathis
rated) whichenablenodego avoid maliciousnodesn their
routes. Their approachdoesnot punish malicious nodes
thatdo notcooperatebut ratherrelievesthemof theburden
of forwardingfor others,whereastheir messagesre for-
wardedwithout complaint. This way, the maliciousnodes
arerewardedandreinforcedin their behaior.



We would like to achieve the contrary namelyto make
only goodbehaior pay off in termsof serviceandreason-
able power consumption. With the schemewe presentin
this paper it is disadwantageoudor nodesto behae ma-
liciously. An exampleof how this canwork in biology is
presentegubsequently

3. Bearing Grudges: The SelfishGene

As explainedin Richard Dawkins’ ‘The SelfishGene’
[5], reciprocalaltruismis beneficialfor every biological
systemwhenfavors aregrantedsimultaneouslysothereis
anintrinsic motivationfor cooperatiordueto instantgrati-
fication. The benefitof behaing well is not so obviousin
the caseof adelaybetweergrantingafavor andrepayment,
which is the casewhen,in mobile ad hoc networks, nodes
forwardfor eachother A biologicalexampleusedin ‘The
SelfishGene’[5] explainsthe survival chancegand thus
geneselection)of birdsgroomingparasite®ff eachother’s
head which they cannotcleanthemseles.

Dawkins dividesbirds into two types: ‘suckers’ which
alwayshelpand‘cheats'which have otherbirdsgroompar
asitesoff their headbut fail to returnthe favor. In this sys-
tem, clearly the cheatshave an advantageover the suclers,
but both aredrivento extinction over time. Dawkins then
introducesa third kind of bird, the ‘grudger’ which starts
out beinghelpful to every bird, but bearsa grudgeagainst
thosebirdsthatdo not returnthe favor andsubsequentiyo
longergroomstheir head.

Accordingto Dawkins, simulationhasshavn thatwhen
startingwith a majority populationof cheatsand mamginal
groupsof bothsuclersandgrudgersthe grudgerswin over
time. Winning is definedashaving the greatesbenefit,as-
suminga costfor groominganotherbird’s headanda profit
of having one’s headgroomed a lossleadingto extinction
and profit leadingto multiplication of the species.Thera-
tionaleis asfollows: The suckershelp morethanthey get
favors due to the large numberof cheats,so the number
of suclersdecreasesyhile thenumberof cheatdncreases.
The grudgersalsosuffer from someloss, but lessthanthe
suclers. Oncethe suclersare extinct, the grudgersgrow
rapidly attheexpenseof the cheatspecause¢hey don't help
acheatiwice andcheatsarealsonothelpedby othercheats.
After awhile, the numberof cheatsddecreasemoreslowly,
becaus¢heprobabilityof afirst-helpby agrudgelincreases
with a higherpopulationof grudgers.Over all, the popula-
tion of the grudgersgrows, whereashe other specieshe-
comeextinct.

4. Application and The

Grudger Protocol

Impr ovements:

4.1 From Birds to Network Nodes

Defining suitablecostandprofit to routing andforward-
ing favors and keepinga history of experienceswith non-
cooperatinqiodesachievesthesameasthegrudgerspecies,
driving thecheatsoutof businessin averylargeadhocnet-
work, corvergencecanbe very slow, andkeepinga history
of all bad experienceswith other nodesequalslarge stor
agerequirementsand long lists to go through. Therefore,
we suggesthefollowing ideas which areincorporatedn a
protocolexplainedin the next section to speedup thewin-
ning of grudgemodes:

o learnfrom obsenedbehaior: employ ‘neighborhood
watch’ to be warned by watching what happensto
other nodesin the neighborhoodbefore nodeshave
to make abadexperiencehemseles,

o learnfrom reportedbehaior; shareinformationof ex-
periencedmalicious behavior with friends and learn
from them.

The metric for successs theresultinggoodput i.e. the
numberof bits perunit of time forwardedto thecorrectdes-
tination, minusary bits lost or retransmitted.

4.2 Componentsin Each Node

The protocol containing the improvements to the
grudgers schemeconsistsof the following componentsas
shavnin Figurel: The Monitor, the Reputation System,
the Path Manager, and the Trust Manager. The com-
ponentsarepresenin every nodeandthey aredescribedn
detailsubsequently:

4.2.1 The Monitor (NeighborhoodWatch)

In a networking ernvironment,the nodesmostlikely to de-
tectnon-compliantcriminal’ behaior arethe nodesin the
vicinity of the criminal andin somecaseshe sourceand
the destination,if they detectunusualbehaior or do not
getproperresponsesThelatteris not alwaysthe case for
instancdn the caseof replay Oneapproacho protocolen-
forcementand detectionof damagingbehaior (intrusion,
misuseof cooperationincentves, denial of service, etc.)
suggestethereis the equivalentof a ‘neighborhoodwatch’,
wherenodedocally look for deviating nodes.
Theneighborof the neighborhoodvatchcandetectde-
viancesby the next nodeon the sourceroute by eitherlis-
teningto the transmissiorof the next nodeor by observ-
ing routeprotocolbehaior. By keepinga copy of a paclet
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while listening to the transmissiorof the next node, ary

contentchangecanalso be detected.In this paperwe fo-

cussedn the detectionof obsenablerouting andforward-
ing misbeha&ior in DSRaslistedin section5.2. In general,
thefollowing typesof misbehaior canbeindicated:

o noforwarding(of controlmessagesor data),

0 unusualtraffic attraction(adwertisesmary very good
routes or adwertises routes very fast, so they are
deemedyoodroutes),

o routesahaging(i.e. reroutingto avoid a brokenlink),
althoughno errorhasbeenobsened,

o lack of errormessageslthoughanerrorhasbeenob-
sened,

0 unusuallyfrequentrouteupdates,

o silent route change (tampering with the message
headeof eithercontrolor datapaclets).

As a componentwithin eachnode, the monitor registers
thesedeviations of normal behaior. As soonasa given
badbehaior occursthereputationsystemis called.

4.2.2 The Trust Manager

In anadhocenvironment,trustmanagementasto be dis-
tributed and adaptve [2]. This componentdealswith in-
comingand outgoingALARM messagesALARM mes-
sagesare sentby the trust manageiof a nodeto warn oth-
ersof maliciousnodes.IncomingALARMS originatefrom
outsidefriends,whereasoutgoingALARMS aregenerated

by the node itself after having experienced,obsened or
beenreportedmaliciousbehaior. The following functions
areperformedby thetrustmanager:

o Trustfunctionto calculatetrustlevels,

0 Trusttableentriesmanagemerfor trustlevel adminis-
tration,

o Forwardingof ALARM messages,

o Filtering of incomingALARM messageaccordingto
thetrustlevel of thereportingnode.

A mechanisnsimilar to the trust managemenin Pretty
GoodPrivagcy (PGP)for key validationand certificationis
usedherefor mobileadhocnetworksfor trustmanagement
for routing andforwarding. In PGP[18], severallevels of
trustcanbe expressede.g. ‘unknown’, ‘none’, ‘marginal’,
and‘complete’. WhenPGPis calculatingthe validity of a
publickey, it examineghetrustlevel of all theattachedter
tifying signatureslt computesa weightedscoreof validity.
For example,two maginally trustedsignaturesmight be
deemedcredibleas one completelytrustedsignature. The
weightingschemds adjustableto requirea differentnum-
berof maminally trustedsignaturego judgeakey asvalid.

Thetrustmanageconsistof thefollowing components:

o Alarm table containing information about receved
alarms,

o Trusttablemanagingrustlevelsfor nodes,

o Friendslist containingall friendsa nodesendsalarms
to.

The trust manageradministersa table of friends, i.e.
nodesthat are candidatesto receve ALARM messages
from a given node,andhow muchthey aretrusted. Trust
is importantwhen making a decisionaboutthe following
issues:

o providing or acceptingoutinginformation,
0 acceptinganodeaspartof aroute,

o takingpartin arouteoriginatedby someothernode.

4.2.3 The Reputation System(Node Rating)

Reputatiorsystemsareusedin someonlineauctioningsys-
tems. They provide a meansof obtaininga quality rating
of participantsof transactiondy having boththe buyerand
the seller give eachotherfeedbackon how their actiities
werepercevedandevaluated.For a detailedexplanationof
reputationsystemseeResnicketal. [13].

In order to avoid centralizedrating, local rating lists
and/orblack lists are maintainedat eachnode and poten-
tially exchangedvith friends. The nodescanincludeblack



sheepn the routerequesto be avoidedfor routing, which
alsoalarmsnodeson the way. Nodescanlook up senders
in theblacklist containingthe nodeswith badratingbefore
forwardingarything for them. The problemof how to dis-
tinguishallegedfrom provenmaliciousnodesandthushow
to avoid falseaccusationgan be lessenedy timeoutand
subsequentecovery or revocationlists of nodesthat have
beharedwell for a specifiedperiodof time. Anotherprob-
lem is scalability and how to avoid blown-up lists, which
canalsobeaddressetly timeouts.

The reputationsystemin this protocolmanages table
consistingof entriesfor nodesandtheir rating. Therating
is changedonly whenthereis enoughevidencefor mali-
cious behavior that is significantfor a node and that has
occurreda numberof times exceedinga thresholdto rule
out coincidences.Therating is thenchangedaccordingto
aratefunctionthatassigndifferentweightsto the type of
behaior detection:

0 Ownexperiencegreatestveight,
0 Obsenations:smallerweight,

0 Reportedexperience: weight function accordingto
PGPtrust.

Oncethe weight hasbeendeterminedthe entry of the
nodethat misbehaed is changedaccordingly If the rat-
ing of a nodein the table hasdeterioratedso muchasto
fall out of a tolerablerange the pathmanageis calledfor
action. Bearingin mind thatmaliciousbehavior will hope-
fully betheexceptionandnottherule,thereputatiorsystem
is built on negative experienceratherthanpositive impres-
sions.Thequestion®f positive changeandtimeoutarestill
to beaddresseth detail.

4.2.4 The Path Manager

The pathmanageperformsthefollowing functions:
0 Pathre-rankingaccordingto securitymetric,
o Deletionof pathscontainingmaliciousnodes,

0 Action onreceving arequesfor aroutefrom a mali-
ciousnode(e.g.ignore,do notsendary reply),

0 Action on receving requestfor a route containinga
maliciousnodein the sourceroute (e.g. alsoignore,
alertthesource).

4.3 Information Flow in Each Node
As shown in Figure 1, eachnodemonitorsthe behavior

of its next hopneighbors.If a suspiciousventis detected,
the information is given to the reputationsystem. If the

eventis significantfor the node,asdefinedinitially for the
typeof nodefor differentnodescanhave differentsecurity
requirementsit is checled whetherthe eventhasoccurred
moreoftenthana predefinedhresholdhigh enoughto dis-

tinguishdeliberatemaliciousbehaior from simple coinci-

dencessuchascollisions. If that occurrencethresholdis

exceededthe reputationsystemupdatesthe rating of the
nodethatcausedhatevent. If theratingsubsequentlyurns
outto beintolerable theinformationis passeanto thepath
managethatproceedso deleteall routescontainingthein-

tolerablenodefrom the pathcache.The nodecontinuesto

monitorthe neighborhoocandan ALARM messagés sent
asdescribedn the next subsection.

4 4. Information Flow BetweenNodes

In order to corvey warning information, an ALARM
messagds sentby the trust managercomponent. This
messageontainsthe type of protocolviolation, the num-
berof occurrencesbsened,whetherthe messagavasself-
originatedby the senderthe addresof thereportingnode,
theaddres®f theobsenednodeandthedestinatioraddress
(eitherthe sourceof therouteor theaddres®f afriend that
mightbeinterested).

When the monitor componentof a noderecevessuch
an ALARM message,t passest on to the trust man-
ager wherethe sourceof the messagés evaluated. If the
sourceis at leastpartially trusted,the table containingthe
ALARMSs is updated.If thereis enoughevidencethatthe
nodereportedn the ALARM is malicious,theinformation
is sentto the reputationsystemwhereit is againevaluated
for significance,numberof occurrencesaand accumulated
reputationof the nodeasexplainedin Section4.3. Enough
evidencemeansthat either the sourceof the ALARM is
fully trustedor thatseveral partially trustednodeshave re-
portedthe sameandtheir respectie assignedrustaddsup
to avalueof oneentirelytrustednodeor more.

Authenticationis a prerequisitdor the protocolto work
andassumedo exist here. Oneway to achieve authentica-
tion is by usingPGPalongwith distributedcertificationau-
thorities. Without authenticationnodescandenouncesach
otheratwill andatrustmanagemergchemas notfeasible.

5. Extensionto DSR
5.1 The DSR Protocol

Dynamic SourceRouting is a protocol developedfor
routing in mobile ad hoc networks and was proposedfor
MANET by Broch,JohnsorandMaltz at Carngjie Mellon
University [9]. In a nutshell,it works asfollows: Nodes
sendout a ROUTE REQUEST messageall nodesthatre-
ceive this messagdorward it to their neighborsand put



themselesinto the sourceroute unlessthey have receved
the samerequestbefore. If areceving nodeis the destina-
tion, or hasa routeto the destination,t doesnot forward
therequestbut sendsa REPLY messageontainingthefull
sourceroute. It maysendthatreply alongthe sourcerouter
in reverseorder or issuea ROUTE REQUEST including
therouteto getbackto thesource|f theformeris not pos-
sible dueto asymmetridinks. ROUTE REPLY messages
canbe triggeredby ROUTE REQUEST messagesr gra-
tuitous. After recevsing one or several routes,the source
picksthe best(by default the shortest) storesit, andsends
messageslongthat path. In general,the betterthe route
metrics(numberof hops,delay bandwidthor othercriteria)
andthesoonerthe REPLY arrivedatthe source(indication
of ashortpath- thenodesarerequiredto wait atime corre-
spondingo thelengthof theroutethey canadwertisebefore
sendingt in orderto avoid astormof replies) thehigherthe
preferencegivento the routeandthe longerit will stayin
the cache. In caseof a link failure, the nodethat can not
forwardthe pacletto the next nodesendsanerrormessage
towardsthe source. Routesthat containa failed link, can
‘salvage’therouteby bypassinghebadlink.

5.2 Attacking DSR

We foundthe following waysof attackingDSR, target-
ing availability, integrity, confidentiality non-repudiation,
authenticationaccesontrolor ary combinatiorthereof:

1) Incorrect forwarding: acknavledge ROUTE RE-
QUEST, sendnew requestor do not forward at all.
Thisworksonly until upperlayersfind out.

2) Bogusrouting informationor traffic attraction: reply
to ROUTE REQUEST, alsogratuitous,to adwertisea
non-eistentor wrongroute.

3) Salagearoutethatis notbroken. If the salvagebit is
not set,it will look like the sourceis still the original
one.

4) Choosea very shortreply time, so the route will be
prioritizedandstayin thecachdonger

5) Setgood metricsof bogusroutesfor priority andre-
mainingtimein the cache.

6) Manipulateflow metricsfor thesamereason.

7) Do not senderror messages orderto preventother
nodesfrom looking for alternatve routes.

8) Usebogusroutesto attracttraffic to interceptpaclets
andgatherinformation.

9) Usepromiscuousnodeto listenin on traffic destined
for anothemode.

10) Causeadenial-of-servicattackcausedy overloadby
sendingrouteupdatesat shortintervals.

5.3. Detectionof Attacks in DSR

With theexceptionof thepromiscuoudisteningin 9), all
of the attackslisted above correspondo obsenableevents
the monitor componentin eachnode can detecteither at
onceor atthelatestwhenthey happerrepeatedly:

1) Forwarding: this canbe detectedy passiveacknowl-
edgementi.e. keepinga copy of a paclet until having
confirmedcorrectforwardingby listeningto thetrans-
missionof the next hopnode.

2),8) Bogusrouting: a strongindication would be when
anintermediatenodeseesitself adwertisedon a route
it doesnot have. As alastresort,if a nodecannottell
whethera routeis real or bogus,it canat leastdetect
the lack of forwardingasin 1). Unusuallyincreased
frequeng of route adwertising can be detectedas in
10).

3) Salhaging: indicatedby the receptionof a salaged
paclet without having receved a link error message
first.

4) Reply time too short: canbe detectedby comparing
reply time to actualroutelength.

5), 6) Metricsof bogusroutestoogood:detectabldy com-
paringmetricsto actualquality.

7) Lack of errormessagesindicatedin the casewhena
noderecevesa link error messagdrom its own link
layer but no explicit error messagdy othernodesin
therange.

10) Route updatestoo frequent; detectableby keeping
timestampof lastupdateto compatre.

Dependingon the type of device, someeventsmay be
lessimportantsuch that the effort to monitor and detect
theseparticulareventsmaybe omitted.

5.4. Grudging Nodesin DSR

The suggestedchemeworks asan extensionto a rout-
ing protocol. In this example, normal DSR information
flow (ROUTE REQUEST, ROUTE REPLY messagesas
explainedin Section5 takesplace. Oncenon-cooperatie
behaior hasbeendetectedand exceedsthresholdvalues,
anALARM messagés sent. Figures2 through5 shav the
flow of messageanddatafrom routediscovery to the de-
tectionof maliciousbehaior andsubsequenterouting. In
moredetail:
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Figure 2. Route request: A wantsto sendto E.
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Figure 3. Route reply: bothD andE knowa path
toE.

Figure 2 shovs DSR route discovery for a path from
nodeA to nodeE. Every nodeforwardsthe requestto its
neighboraunlessit hasalreadyreceivedthe sameroutere-
guestor hasa pathcacheentryfor the desireddestination.

Figure 3 shows the reply message®f the destination

nodeitself, node E, and from node D, which hasa path
to E. Thereply messageontainsthe reversedsourceroute
to the destinationandis sentto the source. In the caseof
unidirectionallinks, or if generallythe routecannotbere-
versednodeE would sendthe reply alonga pathto A that
it hasin its routecache.If thereis no pathto A in theroute
cache E hasto performaroutediscovery itself to getto A.

In this routerequestthe alreadyfound pathfrom A to E is
included.

In Figure4 dataflow is from nodeA to nodeE via node
CandD. In thiscasehodeA haschoserthis routeaccord-
ing to somemetricsand preferredit over the route via B.
During the dataflow, nodeC detectsthatnodeD doesnot
behae correctly In this example,nodeD doesnotforward
thedatadestinedor nodeE. After theoccurrencef thebad
behaior of nodeD wasobsenedby nodeC for a number
exceedinga threshold,node C triggersan ALARM mes-
sageto besentto thesourcenodeA. Uponreceptionof the
ALARM messagasshavn in Figure5, nodeA acknawl-
edgesthe messagédo the reportingnode C anddecidesto
usethealternategpathvia nodeB to sendthedatato thedes-

Figure 4. Data flow and alarm: A sendsataand
receivesan ALARMfrom C that D doesnotforward.

reroute: A usesan

Figure 5. Act on alarm:
alternatepathto E.

tinationnodeE.
5.5. Analysis

Detailedsimulationsin GloMoSim[17] areunderway,
see[3] for a sketchof the simulationdesignandmethodol-
ogy. Preliminaryresultshave shavn that evenif the DSR
protocolis only fortified by reactingto forwarding defec-
tion, in the presenceof maliciousnodesonly the first few
pacletsaredroppedaccordingo thedefinedthresholdolus
the time it takesto react)in the fortified versionof DSR,
whereasll of thepacletsaredroppedusingthenormalde-
fenseles®SRprotocol. For analyticalevaluationwe arein-
vestigatingheuseof GameTheory Theincreasedecurity
will comeat the price of someoverheadthe exactamount
of whichis beinginvestigatecindsimulated put inherently
theprice of nocommunicatioratall dueto maliciousnodes
is higherthan any overheadby one extra messagen the
protocol,theALARM message.

6. Future Work - Next Steps

The next stepswill consistof implementingmoreof the
approachesliscussedso far in simulationsfor evaluation



and performanceanalysis. The focusis on finding a sus-
tainablerelationshipbetweenthe total numberof nodesin
thenetwork, the numberof maliciousnodeghatcanbetol-
eratedandthenumberof friendspernodeneededo achieve
that. We areanalyzingthe scalability the cost/benefitatio,
andthe goodputincreaseandoverheador achieving secu-
rity asdefinedin this paper

We will look at further issuesthat have not beenad-
dressedhn this paperfor instancevhathappengo anodein
aremotelocation,wherefriendsmight befar away, or how
to dealwith colluding nodes. Other interestingissuesin-
cluderumorspreadingndtransitive trustin a‘small world’
[10] andhow it couldbeusedto locatefriends.

7. Conclusions

Mobile ad hoc networks exhibit new vulnerabilitiesto
securityattacks. As opposedo traditional networks, mo-
bile ad hoc networks do not rely on ary infrastructureand
centralauthorities they canbe highly dynamicandmaobile
andoperateover unreliablewirelessmedia. Whendesign-
ing protocolsfor mobile ad hoc networks, specialcarehas
to betakento includesecuritymechanism$or theincreased
requirementsn this ervironment. New ways of distribut-
ing trustcanbe implementedby introducingthe notion of
friends and making their cooperationpay off. This paper
identifies the specialrequirementof mobile ad hoc net-
work security robustnessand fairness,and it introduces
a schemeto copewith them by retaliating for malicious
behaior and warning affiliated nodesto avoid bad expe-
riences. Nodeslearn not only from their own experience,
but alsofrom observingthe neighborhoodindfrom the ex-
perienceof their friends. Obsenableattackson forwarding
androutingcanbethwartedby the suggestedchemeof de-
tection,alertingandreaction.Securityis a majorchallenge
for mobile ad hoc networks, becausaood citizenshipcan
notbeassumedh anopenworld, wherearyonecanjoin the
network. Dependingon the extentto which the securityis-
suesareaddressedyeoplemight bereluctantto usemobile
adhocnetworks.
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