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Classification problems



Multiclass Classification
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Text Classification

* Assigning subject categories, topics, or genres
e Spam detection

e Authorship identification

* Age/gender identification

e Language Identification

e Sentiment analysis



Text Classification: definition

* Input:
e adocumentd
* afixed set of classes Y={y,, y,,.... )}

e Output: a predicted classy € Y



Classification Methods:
Supervised Machine Learning

* Input
* adocument d
* a fixed set of classes Y=1{y,, v,,..., V,}
* a training set of m hand-labeled documents (d,,y,),....,(d,,v.)

* Output
* alearned classifierd 2y



Aside: getting examples for supervised
learning

* Human annotation

* By experts or non-experts (crowdsourcing)
 Found data

* How do we know how good a classifier is?
* Compare classifier predictions with human annotation
* On held out test examples
e Evaluation metrics: accuracy, precision, recall



The 2-by-2 contingency table

correct not correct
selected tp fp
not selected fn tn




Precision and recall

* Precision: % of selected items that are correct
Recall: % of correct items that are selected

correct not correct

selected tp fp

not selected fn tn




A combined measure: F

* A combined measure that assesses the P/R tradeoff is F measure
(weighted harmonic mean):

1 (b?+1)PR
P L~ b?P+R
a—+((1-a)
P R

e People usually use balanced F1 measure
* i.e.,with =1 (thatis, o =%):
F = 2PR/(P+R)



Linear Models
for Multiclass Classification



Linear Models
for Classification

Feature

function
representation

§ = argmax 8 ' f(x, y)
y




Defining features: Bag of words

Darin [ATL Urbanist] il
Great sunset tonight, behind the clouds in Downtown Atlanta i V¥ @LaznickaCB546: Ugly skies over Buford, GA at this momen
. DTS MR v Sent in from CBS46 viewer, cc: «NWSAtlanta =Atlanta
atlanta Inset sweloveati y Wit MZBIIgw i)
pic.twitter.com/uzy2LUZnrC
- X ®

w; ={great, sunset, tonight, ...} wy ={ugly, skies, buford, . ..}

QD W& O : &
\,F L\O\ \\}x\k %'\Oxb' \\l\ 2 N
P o M N & S
1= 0 0 0.::0 L 0.0 0 0::0 0 0.0 1 0.0 10
= 0 0 Quwl 0 00 1 ©0:0 0 0.0 0 00 1

x; = {great : 1,sunset : 1,tonight : 1,...}
xp = {ugly : 1,skies : 1, buford : 1,...}



Defining features

Suppose y € YV = {pos, neg, neut}. Then,
f(x,y = pos) =[x",07,07,1]"

f(x,y = neg) =[0",x",07,1]"

f(x,y = neut) =[07,07,x",1]"




Linear Classification

We can then define weights for each feature:

0 = {(great, pos) = 1, (great, neg) = —1, (great, neut) = 0,
(ugly, pos) = —1, (ugly, neg) = 1, (ugly, neut) = 0,
(buford, pos) = 0, (buford, neg) = 0, (buford, neut) = 0,

We can arrange these weights into a vector.

The score for any instance and label is equal to the sum of the
weights for all features in the instance:

Yy x = Z On fn(x~ y)
n

=0"f(x, y)

§ =argmax ' f(x, y)
y



Linear Models
for Classification

Feature

function
representation

§ = argmax 8 ' f(x, y)
y




How can we learn weights?
* By hand

* Probability

* e.g.,Naive Bayes

* Discriminative training
* e.g., perceptron, support vector machines



Naive Bayes Models
for Text Classification



Generative Story
for Multinomial Naive Bayes

* A hypothetical stochastic process describing how training examples
are generated

For each document i,

— draw the label y; ~ Categorical(x)
— draw the vector of counts x; ~ Multinomial(¢,, ),

_(Zm)

pmult( - H l' HO




Prediction with Naive Bayes

score(xy) =log P(X,y; o, it)
= log P(x|y:; ¢)P(y: 1)
=log P(x|y; ¢) + log P(y; 11)

Definition of conditional probability

Generative story assumptions

This is a linear model!



Prediction with Naive Bayes

score(xy) =log P(X,y; o, it)
= log P(x|y; ¢)P(y: 1)
=log P(x|y; ¢) + log P(y; 1)
= log Multinomial(x; ¢, ) + log Cat(y; ) Generative story assumptions

(ann)! L Xn
1 = -+ IogH 0y, + log py

Definition of conditional probability

= log

This is a linear model!



Prediction with Naive Bayes

score(xy) =log P(X,y; o, it)
= log P(x|y; ®)P(y; 1)
= log P(x|y; @) + log P(y; 1)
= log Multinomial(x; ¢, ) + log Cat(y; ) Generative story assumptions

(ann)

Definition of conditional probability

! .
= log 1 % + Iog];I ®y'n + log iy
X Z Xn Iog q")y.n -+ |Og fLly This is a linear model!
n
=0"f(x, y)
where
0 =[log ¢{ , log 111, log s . log o, .. .]"

f(x,y)=[0,...,0.x',1,0,...,0]"



Parameter Estimation

e “count and normalize”

 Parameters of a multinomial distribution

) Zi:)}:y ‘Ei-.i Count((//)

Py.j = =

2y 2uivimy g 2y cOUNt(y, 5')

* Relative frequency estimator

* Formally: this is the maximum likelihood estimate
e See CIML for derivation



Smoothing (add alpha)

o + Z‘i:)’}:y Li j  + Count(y, ])

Dy.j =

Sy (0 Sy i)Vt Sy count(y. )



Nalve Bayes recap

— Define p(x, y) via a generative model
— Prediction: § = arg max, p(x;.y)
— Learning:

0 =arg 1‘112—.14xp(:1:._ y:.0)

p(z,y:;0) Hp i, Yyi: 0 Hp ziyi)p(vi)

() L Zi:)’,zy Lij
" Z-i:)’,-:y Z/ Lij

count(Y = y)
/"‘.U . \*

This gives the maximum likelihood estimator (MLE; same as relative
frequency estimator)



Why is this model called “Naive Bayes”?
Another view of the same model

§ = argmax, P(Y =y|X =x)
= argmax,P(Y = y)P(X =x |V =y)

d
argmax,P(Y =y) HP(Xi =x; |Y = y)
i=1

Bayes rule
+ Conditional independence assumption
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