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Announcements

• Assignment 3 posted online

• Only for 818X students

• Due on November 23

• Quiz 2: November 12
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High-speed interconnection networks

• Typically supercomputers and HPC clusters are connected by low latency and high 
bandwidth networks

• The connections between nodes form different topologies

• Popular topologies:

• Fat-tree: Charles Leiserson in 1985

• Mesh and torus networks

• Dragonfly networks
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Network components

• Network interface controller or card

• Router or switch

• Network cables: copper or optical
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N-dimensional mesh / torus networks 

• Each switch as a small number of nodes connected to 
it (typically 1)

• Each switch has direct links to 2n switches where n is 
the number of dimensions

• Torus = wraparound links

• Examples: IBM Blue Gene, Cray X* machines
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Fat-tree network

• Router radix = k, Number of nodes on each router = k/2

• A pod is a group of k/2 switches, Max. number of pods = k 
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Dragonfly network

• Two-level hierarchical network using high-radix routers

• Low network diameter
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One supernode in the PERCS topology
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Figure 1: The PERCS network – the left figure shows all to all connections within a supernode (connections originating from only two
nodes, 0 and 16, are shown to keep the diagram simple). The right figure shows second-level all to all connections across supernodes
(again D links originating from only two supernodes, colored in red, are shown).

topologies. Using traces collected by our emulation-based tech-
nique, we simulate application runs on hundreds of thousands of
cores. Non-uniform link bandwidths on different classes of links
complicate the issue of identifying the weakest links. Interesting
issues arise because of the imbalance in number of different types
of links available when using a small subset of the entire topology.
Hence, we do simulations for one quarter of the full system size
(assuming 300 supernodes) and the full system as well.

The novel contributions of this paper are:
• To the best of our knowledge, this paper has the first analysis

of congestion on a two-level direct topology due to routing
and mapping choices. We present several solutions for avoid-
ing hot-spots on such networks.

• The paper presents the largest packet-level detailed network
simulations done so far (for 307,200 cores) for several com-
munication patterns. These simulations help us analyze ap-
plication performance in great detail through performance
counter-based per-level link statistics, visualization tools and
predicted application performance.

• We present several intelligent mappings for 2D, 4D and mul-
ticast patterns and compare their performance when coupled
with direct and indirect routing on the PERCS network.

2. THE PERCS TOPOLOGY
The PERCS interconnect topology is a fully connected two-tier

network [2]. Figure 1 (left) shows one supernode of the PERCS
topology as a large circle. Within the large circle, a small circle
represents a quad chip module (QCM) which consists of four 8-
core Power7 chips. We will refer to a QCM as a node in rest of
the paper. Eight nodes in one color in each quadrant constitute a
drawer. Each node has a hub/switch which has three types of links
originating from it - LL, LR and D links. There are seven LL links
(24 GB/s) that connect a node to seven other nodes in the same
drawer. In addition, there are 24 LR links (5 GB/s) that connect
a node to the remaining 24 nodes of the supernode. LL and LR
links constitute the first tier connections that enable communication

between any two nodes in one hop. To maintain simplicity, LL and
LR links originating from only two nodes, numbered 0 and 16 are
shown in Figure 1 (left).

On the right, in Figure 1, the second tier connections between su-
pernodes are shown. Every supernode is connected to every other
supernode by a D link (10 GB/s). These inter-supernode connec-
tions originate and terminate at hub/switches connected to nodes; a
given hub/switch is directly connected to only a fraction ( 16) of
the 512 supernodes (full system size). For simplicity, D links orig-
inating from only two supernodes (in red) have been shown. 32
cores of a node can inject on to the network at a rate of 192 GB/s
through a hub/switch directly connected to them.

Figure 2: The number of D links reduces significantly com-
pared to that of LL and LR links as one uses fewer and fewer
supernodes in the PERCS topology.

An important thing to note about the PERCS topology is the ra-
tio of the number of first level connections to that of second level
connections. For a system with n supernodes, the number of D
links is (n⇥ (n� 1)). There are (32⇥ 31⇥ n) LL and LR links
in total. Hence, there are (992/(n � 1)) first tiers links for every
second tier link as shown in Figure 2. One can observe that as the
number of supernodes used by an application gets smaller, there is
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Life-cycle of a message
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Congestion due to network sharing
• Sharing refers to network flows of different programs using the same hardware 

resources: links, switches

• When multiple programs communicate on the network, they all suffer from 
congestion on shared links
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Routing algorithm

• Decides how a packet is routed between a source and destination switch

• Static routing: each router is pre-programmed with a routing table

• Can change it at boot time

• Dynamic routing: routing can change at runtime

• Adaptive routing: adapts to network congestion

10
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Different approaches to mitigating congestion

• Network topology aware node allocation

• Congestion or network flow aware adaptive routing

• Within a job: network topology aware mapping of processes or chares to allocated 
nodes

11
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topology-aware node allocation
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topology-aware node allocation
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topology-aware node allocation
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Solution: allocate nodes in a manner that prevents sharing of links by multiple jobs 
while maintaining high utilization
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AFAR: adaptive flow aware routing

13
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AFAR: adaptive flow aware routing

Given: traffic for each pair of nodes in the 
system and the current routing

1. Calculate current load (network 
traffic) on all links in system

2. Find link with maximum load

3. If maximum > threshold, re-route one 
flow crossing that link to an under-
utilized link

4. Repeat from 1. using new routing

13
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