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Some ML issues in the real world



Midterm – grade distribution (histogram)

Mean: 70.5, Median: 70



Midterm – makeup policy

Ø Resubmit your answer to question(s)
Ø Up to 8 points to make up

Ø I trust you, don’t seek help from others

Ø For T/F problems, give detailed justification/proof

Ø Grading will be very strict, you will get 0 points if 
the justification is flawed

Ø Detailed printout of justifications/proofs
Ø Your name, your session ID, your UID

Ø Deadline: March 15 (Thursday), 11:00 am before 
class.



Requirements from my first lecture

Ø Do the reading before class
Ø already familiar with high-level concepts and 

mathematical notation by the time you come to 
class. 

Ø you can get more out of class time by focusing on 
understanding the reasoning and clarifying what 
didn't make sense when you first read it

Ø Understanding
Ø being able to precisely define and manipulate the 
mathematical concepts 

Ø being able to discuss the intuition behind algorithms 
with words is necessary but not sufficient.

Why?



Final Exam – how to prepare

• We will assign more questions that require 
mathematical reasoning in the homework

• You will read the textbook before coming to
class

• You will ask questions during the lecture
• You could form study groups if need to 

review linear algebraic knowledge, logical 
reasoning techniques



Midterm – regrading requests

Ø Written only requests
Ø List the problems that should be regraded
Ø Suggest the points you should be getting
Ø Justify why

Ø Submit a detailed printout
Ø Your name, your session ID, your UID
Ø Deadline: March 27, 11:00 am before class



Ranking

Canonical example: web search

Given all the documents on the web
For a user query, retrieve relevant 
documents, ranked from most relevant to 
least relevant



How can we reduce ranking to binary 
classification?



Preference function

• Given a query q and documents di and 
dj, the preference function outputs 
whether
• di should be preferred to dj

• Or dj should be preferred to di

• That’s a binary classification problem!



Specifying the reduction from ranking 
to binary classification

• How to train classifier that predicts 
preferences?

• How to turn the predicted preferences 
into a ranking?



Features 
associated with 

comparing 
document j and 
document j for 

query n



Naïve approach

Works well for bipartite problems
“is this document relevant or not?”

Not ideal for full ranking problems, 
because

Binary preference problems are not all equally 
important
Separates preference function and sorting



Improving on naïve approach



Example of cost functions



Resulting Ranking Algorithms



Exercise: understand this offline



RankTest

A probabilistic version of the quicksort algorithm

Only O(M log2M) calls to f in expectation

Better error bound than naïve algorithm
(see CIML for theorem)



What you should know

• What are reductions and why they are useful

• Implement, analyze and prove error bounds of 
algorithms for
• Weighted binary classification
• Multiclass classification (OVA, AVA)

• Understand algorithms for
• ! −ranking



Bias and Fairness



Word Embeddings Could be Biased

Bolukbasi et al. NIPS 2016.



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



Recall: Formal Definition of Binary 
Classification (from CIML)



Train/Test Mismatch

• When working with real world data,  training 
sample
• reflects human biases
• is influenced by practical concerns

• e.g., what  kind of data is easy to obtain

• Train/test distribution mismatch is frequent 
issue
• aka sample selection bias, domain adaptation



Domain Adaptation

• What does it mean for 2 distributions to be related?

• When 2 distributions are related how can we build 
models that effectively share information between them?



Unsupervised adaptation

Goal: learn a classifier f that achieves low 
expected loss under new distribution

Given labeled training data from old distribution 

And unlabeled examples from new distribution



Relation between test loss in new 
domain and old domain



How can we estimate the ratio between 
Dnew and Dold?

Fixed base 
distribution

S = selection 
variable

We can estimate P(s=1|x) 
using a binary classifier!



Clarifications

• Note Znew is the same for all the data points (i.e., 
∀(#, %)). It is also a normalization to make sure 
∑(#,() )*+, -, % = 1 .

1*+, = 2
(#,()

[)456+ -, % 7 8 = 0 - ]

• Therefore, Znew is not a function of (#, %), in fact it is a 
constant. 

• Similarly for Zold.
• All examples are drawn from fixed base distribution, 

some are selected to go into Dnew, some are selected to 
go into Dold according to a selection variable s.



We will revisit logistic regression! 



Supervised adaptation

Goal: learn a classifier f that achieves low 
expected loss under new distribution

Given labeled training data from old distribution 

And labeled examples from new distribution



One solution: feature augmentation

Map inputs to a new augmented representation



One solution: feature augmentation

• Transform Dold and Dnew training 
examples

• Train a classifier on new 
representations

• Done!



One solution: feature augmentation

• Adding instance weighting might be 
useful if N >> M

• Most effective when distributions are 
“not too close but not too far”
• In practice, always try “old only”, “new only”, 

“union of old and new” as well!





Bias is pervasive

• Bias in the labeling
• Sample selection bias
• Bias in choice of labels
• Bias in features or model structure
• Bias in loss function
• Deployed systems create feedback loops



Bias and how to deal with it

• Train/test mismatch

• Unsupervised adaptation

• Supervised adaptation



ACM Code of Ethics

“To minimize the possibility of indirectly harming others, 
computing professionals must minimize malfunctions by 
following generally accepted standards for system design 
and testing. Furthermore, it is often necessary to assess 
the social consequences of systems to project the 
likelihood of any serious harm to others. If system features 
are misrepresented to users, coworkers, or supervisors, the 
individual computing professional is responsible for any 
resulting injury.”

https://www.acm.org/about-acm/acm-code-of-ethics-and-professional-conduct
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