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Abstract: Research into context-aware computing risks losing sight of the user. This paper discusses how different types of information
about a user, ranging from information about the current context to information about the user’s long-term properties, can simultaneously
be relevant to a given adaptation decision. Pointers are given to two areas of research that can help with the integration of a broader range
of information into context-aware systems: research on user-adaptive systems and on decision-theoretic methods.
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1. Introduction

There is a great deal of excitement nowadays
about the possibilities – and the importance – of
modelling and taking into account the context
of a user’s interaction with computing systems
(including portable and wearable devices). But
this excitement brings with it a danger: that the
focus of attention in design may switch too
completely from its traditional object – the user
– to the context surrounding the user.

What we need is not a shift of focus but an
expansion of focus. We need to consider,
simultaneously, both the user’s context and all
of the properties of the users themselves that
designers have been learning to deal with during
the past two and a half decades.

This paper will argue for this claim with
reference to a typical example of a context-aware
system, considering how various types of infor-
mation can be taken into account. The final
section will point to two lines of research that
can help designers of context-aware systems take
into account a broader range of information
about the user.

2. The Relevance of Context-
and User-Related Information

2.1. Using only information about the
environment

Let us start with a very simple view of the
problem of having a system S adapt its behaviour
to the context of the user U (Fig. 1). The

notation used here is a more abstract variant of
the sort of notation commonly used for graphical
causal models employed in decision-theoretic
systems (to be discussed in Section 3.2). Even for
the design of systems whose implementation uses
no decision-theoretic methods at all, it is
worthwhile to examine the underlying con-
ceptualisation in this way.
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Fig. 1. Using only information about the environment. (The
lowest box describes a group of observable variables, while
the other rectangular boxes describe variables that are not in
general observable to the system S. The circle stands for the
decision to be made by S: how to adapt its behaviour to U’s
situation. The variable represented by the diamond is the
overall usefulness of S’s behaviour to U, which is presumably
supposed to be maximised by the adaptation. A solid black
arrow denotes a causal influence, while a dotted arrow
indicates that a variable is taken into account in S’s
adaptation decision.)



The figure indicates how a tourist guide
system can presumably increase the utility of its
behaviour for U by taking into account U’s
situation. Direct observations of U’s context
allow S to infer U’s location. The arrow pointing
from FEATURES OF THE SITUATION to
CONSEQUENCES FOR U reflects the assump-
tion that the relevance for U of the information
that S provides – and hence its utility for U –
depends on U’s current location. Accordingly,
when deciding what information to present, S
will tend to favour information about the current
location. (In most systems, which do not make
use of decision-theoretic techniques, the reason-
ing just summarised is done by the designer, who
specifies that S should present information
relevant to U’s current location.)

2.2. Taking the user’s current state into
account

A more complex conceptualisation, which is
realised in a number of context-aware systems, is
illustrated in Fig. 2. In addition to U’s context, S
takes into account some aspects of U’s current
cognitive and/or psychological state, such as U’s
current level of emotional arousal. These short-
term properties are not directly observable, but S
can make inferences about them in either of two
ways:

. by predicting the effects of FEATURES OF
THE SITUATION on the CURRENT STATE
OF U

. by interpreting evidence from sensors placed
on or near U’s body.

In our example, the additional arrow pointing
from CURRENT STATE OF U to CONSE-
QUENCES FOR U reflects the assumption that
the presentation of a large amount of informa-
tion can be obtrusive to a highly aroused user,
even if it refers to U’s current location.

2.3. Adding the user’s behaviour as
evidence

One further source of information, which is
employed in some context-aware systems, is
information about the user’s behaviour with the
system. As Fig. 3 illustrates, this information can
allow S to make various types of inference about
U’s current state:

1. U’S BEHAVIOR WITH S can serve as further
evidence concerning aspects of the CUR-
RENT STATE OF U that are closely related to
the current situation. For example, if U is
experiencing high cognitive load because of
distracting events that are taking place in the
environment, this fact may be reflected in
various types of errors in U’s manual input
[1] or speech input [2]. This additional
behavioural evidence can be valuable,
because (a) sensors are not always available,
(b) they cannot in general capture all
relevant information about the current situa-
tion, and (c) the information that they yield
is often only partly reliable.
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Fig. 2. Taking the user’s current state into account. Fig. 3. Adding the user’s behaviour as evidence.
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2. U’S BEHAVIOUR WITH S can also reveal
aspects of the CURRENT STATE OF U which
are not related to the current context at all.
For instance, our example tourist, who is
currently at location A, may be mainly
concerned with planning his or her subse-
quent visit to some other location B. This fact
would probably not be recognisable on the
basis of information from any sensors. But it
might well be reflected in U’s behaviour with
the system; for example, U might be looking
at pages with information about location B.1

For S’s decisions about what information to
present, the fact that U is currently interested
in finding out about location B is presumably
at least as important as the fact that U is now
at location A.

2.4. Taking longer-term user properties
into account

Finally, there is often longer-term information
about a user that S should take into account,
along with the more quickly changing informa-
tion discussed so far (see Fig. 4). This longer-
term information can be of various types,
including the following:

. U’s objective personal characteristics (e.g.,
profession, age, gender);

. U’s level of knowledge of particular topics;

. U’s level of interest in particular topics;

. U’s perceptual and motor skills and limita-
tions.

In our example situation, properties like these
could contribute to the determination of (a)
what aspects of location B the system should
inform U about; (b) how much detail and
background information S should include; and
(c) how the information can best be displayed.

If S fails to take such longer-term factors into
account, even the most sophisticated adaptation
to U’s current situation may be unsatisfactory.
For example, S may present information about
U’s current (or intended) location which U finds
uninteresting or difficult to understand.

3. Linking with Other Research
Areas

It is not easy to take into account within a single
system the various types of information shown in
Fig. 4. In particular, it is not in general
straightforward to obtain reasonably accurate
assessments of the LONGER-TERM PROPER-
TIES OF U, or to determine how they will
influence the consequences of a system’s
behaviour. Many ideas on how to solve these
problems can be found in two areas of research
that so far have not received much attention in
the field of context-aware computing:

3.1. Research on user-adaptive systems

During the past two decades, researchers in
various communities, spanning several disci-
plines, have developed techniques that enable
systems to adapt to their users in many different
ways. This research into user-adaptive systems has
been associated with a number of different labels,
including user modelling, student modelling, adap-
tive user interfaces, adaptive hypermedia, personal
learning assistants, and personalisation.

Few systems developed in these areas deal
with all of the different types of information
about users that were mentioned in the previous
section; but often several different types are
taken into account. Attention to contextual
factors has increased sharply during the past few
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Fig. 4. Taking longer-term user properties into account.

1Chapter 6 of [3] gives a useful overview of a number of
context-aware information retrieval systems, including some
that take into account U’s current behaviour and other
properties that are not specifically related to the current
context.
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years. Accordingly, some of the methods that
have been used for the modelling of other aspects
of the user have been extended to deal with
aspects of context (see [4] for an early example
and [5] and [6] for more recent examples.)

On the whole, research on user-adaptive
systems has focused on variables corresponding
to the categories CURRENT STATE OF U,
LONGER-TERM PROPERTIES OF U, U’S
BEHAVIOUR WITH S, and CONSEQUENCES
FOR U in Fig. 4. By contrast, the main focus in
the area of context-aware computing has been
on the categories READINGS FROM CONTEXT
SENSORS, READINGS FROM PHYSIOLOGI-
CAL SENSORS, and FEATURES OF THE
SITUATION. As Fig. 4 and the discussion in
the previous section have shown, it would be
arbitrary and ineffective to deal with these two
sets of variables in two separate areas of research.

Publications on user-adaptive systems (under
various names) can be found in many different
places; the following sources offer especially
concentrated coverage:

. the journal User Modelling and User-Adapted
Interaction;

. the proceedings of the Sixth and Seventh
International Conferences on User Model-
ling.2

3.2. Decision-theoretic methods

Figure 4 shows the potential complexity and
subtlety of the inferences that need to be made.
Methods for dealing with this type of inference
problem have been developed under the heading
of ‘‘Uncertainty in Artificial Intelligence’’ (see,
e.g. the on-line proceedings that are available via
http:www2.sis.pitt.edu/~dsl/UAI/uai.html).

Much of the evidence that a system S can
obtain about U’s current situation and/or psy-
chological state is unreliable. Often, it is only on
the basis of multiple pieces of evidence that S
can make a useful (though still uncertain)
inference. Bayesian networks are a powerful
technology for dealing with uncertain evidence
in the context of complex causal relationships.
(See [7] for the classic exposition and [8] for an
introduction that includes references to many

user-adaptive systems.)3 In particular, dynamic
Bayesian networks make it possible to model
properties of the situation and the user that
change over time (see, e.g. [6]).

Decisions that are made – implicitly or
explicitly – by situation-aware systems need to
take into account multiple factors and goals, as
well as uncertainty about the relevant variables.
Decision-making techniques such as influence
diagrams offer ways of dealing with these
complications (see, e.g. [9]). Methods for deci-
sion-theoretic planning (see, e.g. [10]) make it
possible for a system, when deciding what to do
next, to consider how the next few steps in an
interaction might proceed. That is, S can take
into account not only U’s current situation but
also U’s possible future situations. For example,
when deciding how to present a route descrip-
tion, S can consider in advance how likely it is
that U will fail to follow particular instructions
successfully – and what S might do in these cases
to get U back on the right track (cf. [11]).

4. Concluding Remark

Context-aware computing does indeed represent
a challenging frontier for pioneering researchers.
But it shouldn’t give rise to an isolated colony
that tries to solve all of its problems indepen-
dently. Instead, lines of communication and
supply with existing settlements should be
maintained and exploited.
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