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Problem
:

O
paque m

achine 
learning system

s

Credit-
w

orthiness 
classifier for 
BigBank

Inc.

<Age, Gender, Race, 
Salary, Education>

U
ser data

APPRO
VED

REJECTED!

Decisions



G
oal:

M
easuring the 

influence inputs have 
on decisions

U
ser data

Education: 
PhD

Salary: 
$100k/year

<Age, Gender, Race, 
Salary, Education>

Salary: 
$25k/year

Credit-
w

orthiness 
classifier for 
BigBank

Inc.

G
ender: 

Fem
ale

Decisions



Solution:

Q
uantitative Input 
Influence (Q

II)

•
A fam

ily of m
etrics to generate transparency 

reports

•
Black-box access w

ith the know
ledge of the 

data



Challenge #1:

Correlated inputs
Credit-

w
orthiness 

classifier for 
BigBank

Inc.

U
ser data

Decisions

Salary

G
ender

Correlation

Ps: D
o not use 

gender at all!



Challenge #2:

G
eneral transparency 

queries

Individual
•

“W
hich input had the m

ost influence in m
y credit 

denial?”

G
roup

•
“W

hat inputs have the m
ost influence on credit 

decisions of w
om

en?”

Disparity
•

“W
hat inputs influence m

en getting m
ore positive 

outcom
es than w

om
en?”



Building 
Blocks of Q

II

Q
II: A technique of m

easuring the 
influence of an input on its outputs.

Causal Intervention
•

Deals w
ith the correlated inputs

Q
uantity of Interest

•
Supports a general class of transparency queries



Building 
Block #1:

Causal intervention

Q
II for Individual 

O
utcom

es

Basic Idea: Keep one feature fixed, and 
vary the other in a specific w

ay to 
m

easure.

Credit-
w

orthiness 
classifier for 
BigBank

Inc.

U
ser data

D
ecisions

Salary

Age



Building 
Block #1:

Causal intervention

Q
II for Individual 

O
utcom

es

Real: 𝑋
∼

𝑥
1 ,𝑥

2 ,…
,𝒙

𝒊 ,…
,𝑥

𝑛

Q
uantity M

easured: Pr
𝑐
𝑋

=
1

𝑋
=
𝒙]

Hypothetical:𝑋
−
𝑖 𝑈

𝑖
𝑥
1 ,𝑥

2 ,…
,𝒖

𝒊 ,…
,𝑥

𝑛
Q

uantity M
easured :Pr

𝑐
𝑋
−
𝑖 𝑈

𝑖
=
1

𝑋
=
𝒙]

𝑈
𝑖

Random
ized intervention on 

feature 𝑖breaks correlations: 
replace 𝑥

𝑖 w
ith an 

independent random
 sam

ple 
𝑢
𝑖 .



Building 
Block #2:

Q
uantity of Interest

•
𝑸
𝑨
.
:Various statistics of a system

.

Classification outcom
e of an individual:

Pr
𝑐
𝑋

=
𝑐(𝑥

0 )
𝑋
=
𝑥
0 ]

Classification outcom
es a group:

Pr
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑓𝑒𝑚

𝑎𝑙𝑒]
Disparity betw

een classification outcom
es of 

groups:Pr
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑚
𝑎𝑙𝑒]

−
Pr ሾ

ȁ
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑓𝑒𝑚

𝑎𝑙𝑒]



Com
bining 

tw
o blocks:

Q
II of an input on a 

quantity of interest

Q
II of input ion the classification outcom

e of an 
individual:

Pr
𝑐
𝑋

=
𝑐(𝑥

0 )
𝑋
=
𝑥
0 ]−

Pr ሾ
ȁ

𝑐
𝑋
−
𝑖 𝑈

𝑖
=
𝑐(𝑥

0 )
𝑋
=
𝑥
0 ]

Q
II of input ion the classification outcom

es a group:

Pr
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑓𝑒𝑚

𝑎𝑙𝑒]
−
Pr ሾ

ȁ
𝑐
𝑋
−
𝑖 𝑈

𝑖
=
𝑐(𝑥

0 )
𝑋
=
𝑥
0 ]

Q
II of input ion the disparity betw

een classification 
outcom

es of groups:

Pr
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑚
𝑎𝑙𝑒]

−
Pr ሾ

ȁ
𝑐
𝑋

=
1

𝑋
𝑖𝑠
𝑓𝑒𝑚

𝑎𝑙𝑒]−
Pr

𝑐
𝑋
−
𝑖 𝑈

𝑖
=
1

𝑋
𝑖𝑠
𝑚
𝑎𝑙𝑒]

−
Pr ሾ

ȁ
𝑐
𝑋
−
𝑖 𝑈

𝑖
=
1

𝑋
𝑖𝑠
𝑓𝑒𝑚

𝑎𝑙𝑒]



Form
al 

Definition of 
Q

II

The Q
uantitative Input Influence (Q

II) of an input 
𝑖on a quantity of interest 𝑸

𝑨
.

of a system
 𝑨

is 
the difference in quantity of interest w

hen the 
input replaced w

ith random
 value via an 

intervention.



Catch:

Single inputs have 
low

 influence



N
aïve 

Approach:

Set Q
II

Instead of a single feature 𝑖, replace a set of 
features 𝑆

w
ith independent random

 values from
 

the distribution of inputs. 

N
ot all features are equally im

portant 
w

ithin a set 𝑺!



A Better Idea:

M
arginal Q

II

Find m
arginal influence of an input w

ithin a set.

Influence of age and incom
e over only incom

e 
that m

arginalizes the influence of age
𝑖

𝑎𝑔𝑒,𝑖𝑛𝑐𝑜𝑚
𝑒

−
𝑖({𝑖𝑛𝑐𝑜𝑚

𝑒})

There m
ight be m

any sets in w
hich 𝒂𝒈

𝒆
has som

e m
arginal 

contribution!
…

𝒂𝒈
𝒆,𝒊𝒏𝒄𝒐𝒎

𝒆
, 𝒂𝒈

𝒆,𝒈
𝒆𝒏𝒅𝒆𝒓,𝒋𝒐𝒃

,
𝒂𝒈

𝒆,𝒈
𝒆𝒏𝒅𝒆𝒓,𝒊𝒏𝒄𝒐𝒎

𝒆
…

N
eed to aggregate m

arginal Q
II across all sets.



A Better Idea:

M
arginal Q

II

Set Q
II is a cooperative gam

e

Cooperative G
am

e:
•
𝑁
:set of agents

•
𝑣
𝑆
:Value of set 𝑆

O
ur Setting:

•
Input features are agents

•
Influence of feature set 𝑆,

i.e. set Q
II 𝑖

𝑆
is 𝑣

𝑆
•

M
arginal Q

II is𝑚
𝑖
𝑆

=
𝑣
𝑆
∪

𝑖
−
𝑣(𝑆)



A Better Idea:

M
arginal Q

II

Shapley Value

M
arginal Q

II of 
feature 𝒊w

.r.t. set 𝑺

Aggregate over all sets

Even though it is usually intractable, there are efficient 
w

ays to approxim
ate it by sam

pling.



Experim
ents

Predictive policing using N
LSY

data set
•

Classification: History of arrest

Incom
e prediction using a benchm

ark census 
data set.

•
Classification: incom

e < 50k or incom
e >=50k?

Standard m
achine learning algorithm

s
•

Logistic Regression, SVM
…



Experim
ents:

Arrest Prediction

Individual Transperancy

Evidence of racial discrim
ination



Experim
ents:

Incom
e Prediction

G
roup Disparity

M
arital status of fem

ales is m
ore 

influential than of m
ales



Related W
ork:

M
odel Interpretability

By sim
plicity of the m

odel:
•

LASSO
, sparse linear m

odels, decision trees
•

Possible accuracy loss, but hum
an interpretable

By approxim
ation of the m

odel:
•

LIM
E (Local Interpretable M

odel-Agnostic 
Explanations)

•
Can provide richer explanations

•
The relation w

ith the actual underlying m
odel is not 

clear



Conclusion

Causal intervention:
•

Deals w
ith correlated inputs

Q
uantity of interest:

•
Supports a general class of transparency queries

Cooperative gam
e:

•
Com

putes joint and aggregate influence

Perform
ance:

•
Q

II m
easures can be approxim

ated efficiently
•

For each report: w
orst case <5m

ins, best case <1sec



Q
uestions?


