{us7% Workshop on Performance Technology

Technologyfor Performance Engineered Systems



iﬁ Workshop on Performance Technology

From the 9/19-20/96 DARPA Workshop on Performance:

(14
Paradigms:

* Is it possible to design computing systems and their applications,

like.. we design and build aircraft
» where there exists a battery of simulation tools,
such as CFD models, structural mechanics models, engine combustion models, etc...
 and also prototypes, wind tunnels, flight simulators
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The President’s Information Technology Advisory Committee

Some findings:

“We cannot safely extend what we currently know to more complex
systems”

“Learning how to build large-scale, highly reliable and secure systems
requires research”

Recommendation:

“Increase funding in research and development of core software... *
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Technology for Performance Engineered
Computer and Communications Systems

— Friday, Nov 13, 1998, 8:30 - 10:00 AM
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What |’ m looking for from this workshop:
— What’s covered by your projects
— What other efforts are needed
— 1-page summaries



Distributed Computing Support
iﬁ Workshop onPeiteymance Technology

“ Empowering Applications to exploit Future Distributed Heterogeneous Computing Systems”

Enterprise/Scientific/Engineering
Computing

DisCoS Impact
 Distributed compiler and programming model Management enhanced with
« Application assembly technology distributed applications
» Computing system analysis technology Example: Target Recognition
* Distributed execution
> Enabling applicationsto efficiently execute across y ';glh'tl_/ eff'c'?“atstexefﬁ“oneal .
. . © Ime or er thanr Ime
_arge, Complex, Heterogeneous distributed, heterogeneous platforms B e e
Applications Ve N
Defense Applications | mproved process for application
— . design, support and upgrade
D CtCaCOmMpUE Other Runtime Example: Pattern Recognition
B S Support . - —
DISCoS) Services * Reducetimeto port applications:
( from monthsto ~hour
Complex Distributed Systems Management ’ ﬁ?ﬁ‘gﬁ%gﬁfg%ﬁp“m“ons
Distributed . .  Enablerapid prototyping
1 f N k
Adaptive \Dlstrlbuted Computing Platforms and Networks / T e
Platforms

Outline:
Background: The technology gap
Case example: DisCoS applied to MSTAR
New approach
Why now? Why DARPA?
Program -PAD
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SAR Image &
Collateral Data

- DTED, DFAD

- Site Models

- EOSAT imagery
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Solution: [RisCes Tiechnaloyl echnology

Application / DisCoS \
Dynamic Analysis Model Bisributel
Situation — :
¢‘ Programming
Model
Application
Program
¢,ﬁ Compiler
Front-End
Application
1 Intermediate .
Representation ggcrﬂpgr?é
Launch N7
Application (s) / Architecture
Dynamically Modeds | ]
L g\k }
Execute S~ | | Application
Components

( Distributed Computing Resources
& Distributed Platform(s)
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d_Systems:Software/Hare
chitectural Eramewotk

Distributed Defense Applications

Application
Collaboration Mission Support
: Environments Environments
(DiSCoS) API
- - Security
Dlstrlbu_ted Dependability SSTared &
Computing Survivability Mg(rjae?: Runtime
Support Services Services
Other Services . . .
Distributed Systems Management Global
Management
Distributed, Heterogeneous, Dynamic, Adaptive i
Computing Platforms and Networks Computl ng
Engine

Memory
echnolog

CPU Device Components
echnolog echnolog Technology
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Application Programming System (distributed programming models and compilers)

distributed programming models for complex, distributed hardwar e platforms with complex memory structure and be
adaptable to changesin the underlying platforms

interfacesthat allow applicationsto specify performancerelated parametersto enable applications to achieve quality of
service

compilersthat interface with models of the underlying distributed hardware and softwar e platformsto allow retargeting
and optimizing application mappings on such complex systems

Application Composition System (dynamic selection of distributed application components)

technology for building knowledge-based systems allowing automatic selection of solution methods allowing applications
to adapt to changesin the underlying platforms

application interfaces and methods for problem specification and extracting content infor mation, standards of interfaces,
data representation and data exchange, and standard high-level and low-level libraries

interfaces to debugging tools and performance models

Application Analysis System (technology for performance engineered distributed applications)
modeling languages and models for application and system description
multi-resolution levels of data abstraction for interoperability of performance models of different levels of abstraction
methods and tools for measurement and instrumentation

Validation, I ntegration and Demonstrations (validation, integration and demo of the technology)
validation of key technologies developed under each of the tasks above
identify integrator to integrate the technologies developed above

demonstration of the ability of these technologiesfor design and runtime support of key applications executing under
dynamically changing conditions (examples: Tar get/Pattern Recognition)
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Distributed Applications

4 — Collaboration
. Visualization ]
(DI SCOS) Environments
. . Scalable /O  Authenication/
Distri bu_ted Data Management  Authorization
Computing Archiving/Retrieval Dependability
Support Services Services
Other Services. . .

Distributed Systems Management

Distributed, Heterogeneous, Dynamic, Adaptive
Computing Platforms and Networks

emory CPU Device
echnolog echnolog echnolog
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Performance Engineered Design
Technology

Application

API
&
Runtime
Services

Global
M anagement

Computing
Engine

Components
Technology
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Present methods and tools for performance analysis

* Modeling (queuing and analytical models) * Performance data generation and collection

«  Simulation tools — software assists (user directives, libraries)
— architecture, network, cache, and I/O simulators — hardware monitors
— trace-driven, execution-driven simulations + On-line analysis and post analysis; Visualization

Problems with present technology

»  Existing performance methods and tools study isolated system components
* Interaction of design features across different system layers not well understood

*  No meansto exploit design information at one level for another level (compiler-architecture for optimization
of data mapping, or task scheduling)

*  Dynamically-changing heterogeneous systems are even harder to analyse

L DisCoS approach for performance analysis:

Low Risk:
— Enable optimizations via application directivesto the compiler
— Develop ssimple parametric models of the application and underlying platform
Mid-Risk:
— Useparametric application models with system software and hardware models for
optimizing task scheduling and partitioning by the compiler
High Risk:
— Develop performance framewor ks with multi-resolution, integrable models across all levels
of the system hierarchy, for more accurate compiler optimizations and mapping
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