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1 Introduction

Stochastic boolean function evaluation (SBFE) is the problem of determining the value
of a given Boolean function f on an unknown input x, when each bit x; of x can only
be determined by paying a given associated cost c¢;. Further, x is drawn from a given
product distribution: each bit x; is drawn independently from a Bernoulli distribution
with Pr[x; = 1] = p;. The goal is to minimize the expected cost of evaluation. This
problem has been studied in the Operations Research literature, where it is known
as “sequential testing” of Boolean functions (cf. [27]). It has also been studied in
learning theory in the context of learning with attribute costs [20]. Recently, Deshpande
et al. addressed the problem using tools from stochastic submodular optimization
[11,12].

In this paper, we study the complexity of the SBFE problem for classes of DNF
formulas. We consider both exact and approximate versions of the problem for sub-
classes of DNF, for arbitrary costs and product distributions, and for unit costs and/or
the uniform distribution. Because it is cCO-NP hard to test if a DNF formula is true
on all assignments, the general SBFE problem is easily shown to be co-NP-hard for
arbitrary DNF formulas [16].

We present results on the SBFE problem for monotone k-DNF and k-term DNF
formulas. (A k-term DNF formula consists of at most k& terms; a k-DNF formula
consists of terms containing at most k literals.) We use a simple reduction to show that
the SBFE problem for k-DNF is NP-hard, even for k = 2. We present an algorithm for
evaluating monotone k-DNF that achieves a solution whose expected cost is within a
factor of 4/ ok of optimal, where p is either the minimum p; value or the minimum
1 — p; value, whichever is smaller. We present an algorithm for evaluating monotone

k-term DNF with an approximation factor of max {Zk, %(1 +In k)} . We also prove

that the SBFE problem for monotone k-term DNF can be solved exactly in polynomial
time for constant k.

Previously, Kaplan et al. [20] and Deshpande et al. [11, 12] provided approximation
algorithms solving the SBFE problem for CDNF formulas (and decision trees). CDNF
formulas are formulas consisting of a DNF formula together with its equivalent CNF
formula, so the size of the input depends both on the size of the CNF and the size of
the DNF. The algorithm of Kaplan et al. worked only for monotone CDNF formulas,
unit costs, and the uniform distribution. The algorithm of Deshpande et al. worked for
the general case. The approximation factor achieved by both algorithms is O (log kd),
where k is the number of terms of the DNF and d is the number of clauses. The
algorithm of Kaplan et al. used a round-robin approach. We modify their round-robin
approach in our approximation algorithms to handle arbitrary costs.

While approximation factors for optimization problems are generally given with
respect to the cost of the optimal solution, for SBFE problems one can also give
approximation factors with respect to the expected certificate cost, which lower bounds
the cost of the optimal solution. All of the new approximation bounds we give in this
paper also hold with respect to expected certificate cost.
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2 Stochastic Boolean Function Evaluation

The formal definition of the Stochastic boolean function evaluation (SBFE) problem

is as follows. The input is a representation of a Boolean function f(x1, ..., x,) from
a fixed class of representations C, a probability vector p = (pi, ..., py), Where
0 < p; < 1, and a real-valued cost vector (cy, ..., c,), where ¢; > 0. An algorithm

for this problem must compute and output the value of f on an x € {0, 1}"* drawn
randomly from the product distribution D), defined by p. Specifically, D, is the
distribution where p; = Pr[x; = 1] for each x; and the x; are independent. The
algorithm is not given direct access to x; instead, it can discover the value of any x;
only by “testing” it, at a cost of ¢;. The algorithm must perform the tests sequentially,
each time choosing a single test to perform next. The algorithm can be adaptive, so the
choice of the next test can depend on the outcomes of the previous tests. The expected
cost of the algorithm is the cost it incurs on a random x drawn from D,. (Note that
since each p; is strictly between 0 and 1, the algorithm must continue performing
tests until it has obtained either a O-certificate or a 1-certificate for the function.) The
algorithm is optimal if it has the minimum possible expected cost with respect to D .

We consider the running time of the algorithm on input x to be the time it takes
to determine the value of f(x), assuming that once each test is chosen, its result is
available in constant time. The algorithm implicitly defines a Boolean decision tree
(testing strategy) computing f, indicating the adaptive sequence of tests.

SBFE problems arise in many different application areas. For example, in medical
diagnosis, the x; might correspond to medical tests performed on a given patient,
where f(x) = 1 if the patient should be diagnosed with a particular disease. In a
factory setting, the x; might be the results of quality-control tests performed on a
manufactured item, where f(x) = 1 if the item should be sold. In query optimization
in databases, f could correspond to a Boolean query, on predicates corresponding to
X1, ..., Xn, that has to be evaluated for every tuple in the database in order to find
tuples satisfying the query [10,19,21,26].

In what follows, unless otherwise noted, the term evaluation problem refers to the
SBFE problem.

2.1 Related Work

There are polynomial-time algorithms that solve the evaluation problem exactly for
a small number of classes of Boolean formulas, including read-once DNF formulas
and k-out-of-n formulas (see [27] for a survey of exact algorithms). There is a naive
approximation algorithm for evaluating any function that achieves an approximation
factor of n under any distribution: Simply test the variables in increasing order of their
costs. Proving that the approximation factor of n holds follows easily from the fact
that the cost incurred by this algorithm in evaluating function f on an input x is at
most n times the cost of the min-cost certificate for f contained in x [20].

There is a sample variant of the evaluation problem, where the input is a sample of
size m of f (i.e, a set of m pairs (x, f(x))). The problem here is to build a decision
tree in polynomial time such that the tree correctly computes f on all x in the sample
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and minimizes the average cost of evaluation over the sample. There are O (logm)-
approximation algorithms solving this problem for arbitrary f [2,8,15]. Cicalese et al.
recently gave an O (log m)-approximation algorithm for a generalization of this prob-
lem, where a probability distribution is given on the pairs (x, f(x)) in the sample,
and the goal is to minimize the expected evaluation cost, rather than just the aver-
age evaluation cost th [8]. That algorithm also achieves an O (log m)-approximation
for worst-case evaluation cost [8]. A simpler O (log m)-approximation algorithm for
worst-case evaluation cost was given earlier by Moshkov [23]. Moshkov and Chikalov
proved a bound on average evaluation cost over a sample in terms of a combinatorial
measure of the sample [22].

The min-sum set cover problem is equivalent to the problem of minimizing the
average evaluation cost over a sample when f is a disjunction and the sample consists
only of positive examples of f. There is a 4-approximation algorithm for this prob-
lem [1,13,24]. The generalized min-sum set cover problem is equivalent to the problem
of minimizing the average cost over a sample when f is a k-out-of-n function and
the sample consists only of positive examples; this problem has a 12.4-approximation
algorithm [25].

Kaplan et al. [20] considered the problem of minimizing the expected cost of eval-
uating a Boolean function f with respect to a given arbitrary probability distribution,
where the distribution is given by a conditional probability oracle. They gave results
when f is a conjunction or a disjunction.

Deshpande et al. explored a generic approach to developing approximation algo-
rithms for SBFE problems, called the Q-value approach. It involves reducing the
problem to an instance of Stochastic Submodular Set Cover and then solving it using
the Adaptive Greedy algorithm of Golovin and Krause [14]. They used the Q-value
approach to obtain their O (log kd)-approximation algorithm for evaluating CDNF for-
mulas. However, they also proved that the Q-value approach does not yield a sublinear
approximation bound for evaluating k-DNF formulas, even for k = 2. They developed
a new algorithm for solving Stochastic Submodular Set Cover, called Adaptive Dual
Greedy, and used it to obtain a 3-approximation algorithm solving the SBFE problem
for linear threshold formulas [12].

Charikar et al. [4] considered the problem of developing algorithms for Boolean
function evaluation that minimize competitive ratio. The competitive ratio of an algo-
rithm for evaluating f is the maximum, over all inputs x, of the ratio between the cost
incurred by the algorithm in determining f (x), and the cost of the min-cost certificate
of f contained in x. Charikar et al. also considered (cost-independent) algorithms
for minimizing extremal competitive ratio, which is the maximum of the competitive
ratio over all possible cost vectors. Significant further results on these problems were
subsequently obtained by Cicalese and Laber [7] and Cicalese et al. [6]. The modified
round-robin approach that we use in our approximation algorithms is similar to the
Balance algorithm of Charikar et al. [4].

In this paper we consider the ratio betwen the average cost of an algorithm on all
inputs x and the average cost of the min-cost certificates for these inputs. This ratio is
clearly upper bounded by the competitive ratio; however, it can be significantly lower.
For example, in the evaluation of an OR formula with unit costs, the competitive ratio
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. . . . n L . . .
is n, whereas the ratio we consider is §,§in_1{ , which is <2. Because the numerator in

our ratio is an average over all inputs x, we can amortize the costs incurred on different
assignments. In the analysis of our algorithms, we follow an approach of Kaplan et
al., charging costs incurred on one assignment to costs incurred on other assignments.

Table 1 summarizes the best results known for the SBFE problem for classes of
DNF formulas and for monotone versions of those classes.

3 Preliminaries
3.1 Definitions

A literal is a variable or its negation. A term is a possibly empty conjunction (A) of
literals. If the term is empty, all assignments satisfy it. A clause is a possibly empty
disjunction (V) of literals. If the clause is empty, no assignment satisfies it. The size
of a term or clause is the number of literals it contains.

A DNF (disjunctive normal form) formula is either the constant 0, the constant 1,
or a formula of the form #; Vv - -- V #, where k > 1 and each ¢; is a term. Likewise, a
CNF (conjunctive normal form) formula is either the constant O, the constant 1, or a
formula of the form ¢y A - - - A ¢k, where each ¢; is a clause.

A k-term DNF is a DNF formula consisting of at most k terms. A k-DNF is a DNF
formula in which each term has size at most k. The size of a DNF (CNF) formula is
the number of terms (clauses) it contains; if it is the constant O or 1, its size is 1. A
DNF formula is monotone if it contains no negations. A read-once DNF formula is a
DNF formula in which each variable appears at most once.

Given a Boolean function f : {0, 1} — {0, 1}, a partial assignment b € {0, 1, x}"
is a O-certificate (I-certificate) of f if f(a) = 0 (f(a) = 1) for all a € {0, 1}"
such that a; = b; for all b; # x. It is a certificate for f if it is either a O-certificate
or a 1-certificate. Given a cost vector ¢ = (cy, ..., ¢,), the cost of a certificate b is
> jib#x Ci- The variables in a certificate b are all x; such that b; # x. We say that
x € {0, 1} contains certificate b if x; = b; on the variables of b. A certificate for f
on x is a certificate b of f that is contained in x. If x contains b and S is a superset of
the variables in b, then we say that S contains b.

The expected certificate cost of f, with respect to cost vector ¢ = (cy, ..., cy) and
distribution D on {0, 1}", is the expected cost of the minimum cost certificate of f
contained in x, when x ~ D.

The SET COVER problem is as follows: Given a ground set A = {eq, ..., ey} of
elements, a set S = {Sy, ..., Sy} of subsets of A, and a positive integer k, does there
exist S’ C S such that (Jg, s Si = A and | S| < k? Each set §; € S is said to cover
the elements it contains. Thus the set covering problem asks whether A has a cover
of size at most k.

4 Hardness of the SBFE Problem for Monotone DNF

Before presenting approximation algorithms solving the SBFE problem for classes of
monotone DNF, we begin by discussing the hardness of the exact problem.
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Greiner et al. [16] showed that the SBFE problem for CNF formulas is NP-hard as
follows. If a CNF formula is unsatisfiable, then no testing is necessary to determine
its value on an assignment x. If there were a polynomial-time algorithm solving the
SBFE problem for CNF formulas, we could use it to solve SAT: given CNF Formula
¢, we could run the SBFE algorithm on ¢ (with arbitrary p and c) and simply observe
whether the algorithm chooses a variable to test or whether it immediately outputs 0
as the value of the formula. Thus the SBFE problem on CNF formulas is NP-hard,
and by duality, it is co-NP-hard on DNF formulas.

Moreover, if P # co-NP, we cannot approximate the SBFE problem for DNF
within any factor T > 1. If a T-approximation algorithm existed, then on a tautological
DNF ¢, the algorithm would have to immediately output 1 as the value of ¢, because
7 x 0 = 0. On non-tautological ¢, the algorithm would instead have to specify a
variable to test.!

The SBFE problem for DNF is NP-hard even when the DNF is monotone. To show
this, we use an argument similar to one used by Cox et al. [9] in proving NP-hardness of
linear threshold function evaluation. Intuitively, in an instance of SBFE with unit costs,
if the probabilities p; are very close to O (or 1), then the expected cost of evaluation is
dominated by the cost of evaluating the given function f on a specific input x*. That
cost is minimized by testing only the variables in a minimum-cost certificate for f on
x*. Then the idea is to show hardness of the SBFE problem for a class of formulas C by
reducing an NP-hard problem to the problem of finding, given f € C and a particular
input x*, a smallest size certificate of f contained in x*. We also show hardness of
approximation.

For this reduction, it will be useful to demonstrate that for a particular distribution
(namely one with small p;) , the optimal decision tree over this distribution is also
optimal for the specific case where x is the all-zero vector. We obtain a reduction from
vertex cover by fixing the value of the input to be the all-zero assignment and then
running an SBFE algorithm over the input. It is therefore necessary to demonstrate that
there exists a distribution for which the optimal decision tree with respect to expected
cost is also optimal on this fixed input.

Lemma 1 Let T be the set of decision trees computing f(x1, ..., x,). Define D, to
1/n
N . +0.5
be the distribution on x1, ..., x, where each gi = 1 — p; = (yy"nT) for some

parametery > 1. Denote by costr (x) the cost incurred by tree T on assignment x. Let
cost* = minper E [costy(x)]andletT* ={T € T : E [costy(x)] = cost*}.

x~D,, x~D,,
(T* is the set of all decision trees computing f that are optimal with respect to D,,.)
Denote by 0 the all-zero vector. Let Z be the set of all minimum-cost certificates
contained in 0 and let ¢ denote the number of variables set to 0 in an element of Z.
Then the following hold:

1 We note that Kaplan et al. actually define the problem slightly differently. They require the evaluation
strategy to output a proof of the function value upon termination. In the case of a tautological DNF formula,
they would require testing of the variables in one term of the DNF in order to output that term as a certificate.
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1. If y = 1, then for every T* € T*, the variables tested by T* on assignment 0 are

exactly the variables set to zero in some element of Z.
2. ForeveryT € T, if E [costy(x)] <y cost*, then costr (0) < 2y¢.

x~Dy

Proof We begin by proving the first statement. Suppose for sake of contradiction
that there exists some 7* in 7* such that the variables tested on assignment 0 do
not correspond to an element of Z. Then costy=(0) > ¢ + 1 and it follows that
cost* > (¢ + 1)g".

Let T° € 7 be such that costyo(0) = ¢. (TY tests exactly the variables in some
element of Z on the all-zeros assignment). Then E[costyo] < ¢g" + n(1 — ¢") and
we have the following:

E[costyo(x)] < ¢¢" +n(1 —g")
= () e+ (321)
< () ¢ + (%)
= (¢ +1)q"

< cost™,

which contradicts the optimality of 7*.
The proof of the second statement is similar. Suppose that there exists 7 € 7 such
that Ex~p, [costr (x)] < y cost™ and costr (0) > 2y¢. Then

q"2y¢+1) < E [costr(x)].

Dy

By assumption,

cost” > %( E [costT(x)]) >q" (2§ + %) (1

x~D,,
Let T’ be the tree obtained by the following algorithm: the algorithm tests the variables
in minimum-cost O-certificate. If all the variables in this minimum-cost O-certificate

are 0, the algorithm outputs 0. If any of these variables is 1, then the algorithm tests
the variables in any order and outputs 0 and 1, as appropriate. Then we have,

cost* < E [costr(x)] <¢"¢+(1—g")n 2

x~D,

By using (1), we have that,
cost* <q"¢+ (1 —q"n
=" (¢ + ;25)
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0.5
<q" ({ + y_nn)
= %q" (2{ + %)
and we obtain a contradiction with the lower bound of (1).

Theorem 1 If P # NP, there is no polynomial time algorithm solving the SBFE
problem for monotone DNF. This holds even with unit costs, and even for k-DNF
where k > 2. Also, if P # NP, the SBFE problem for monotone DNF, even with unit
costs, cannot be approximated to within a factor of less than ¢’ In n, for some constant
¢ >0.

Proof Suppose there is a polynomial-time algorithm ALG for the SBFE problem for
monotone 2-DNF, with unit costs and arbitrary probabilities. We show this algorithm
could be used to solve the VERTEX COVER problem: Given a graph G(V, E), find a
minimum-size vertex cover for G, i.e., a minimum-size set of vertices V' € V such
that for each edge (v;, vx) € E, {vj, ue} (V' # 0.

The reduction is as follows. On graph G(V, E), construct a monotone 2-DNF
formula ¢ whose variables x; correspond to the vertices v; € V, and whose terms
xjxi correspond to the edges e = (v, vx) in E. Consider the all 0’s assignment 0.
Since a O-certificate for ¢ must set each term of ¢ to 0, any min-cost certificate for ¢
contained in 0 must also be a minimum-size vertex cover for G. Thus by the previous
lemma, one can find a minimum-size vertex cover for G by using ALG to evaluate ¢
on input 0 with unit costs and the probabilities p; given in Lemma 1, and observing
which variables are tested.

We can also reduce from the SET COVER problem to the SBFE problem on DNF
formulas with terms of arbitrary lengths as follows: We construct a DNF formula ¢
whose variables correspond to the subsets s; in the SET COVER instance S. We include
in ¢ a term #; for each ground element e; such that r; = A ilejes; Xi- Now consider
the all 0’s assignment 0. The size of the min-cost certificate for ¢ must also be a
minimum-size cover for S.

Suppose there is a polynomial-time algorithm ALG for the SBFE problem on
monotone DNF, with unit costs and arbitrary probabilities. Then we could use ALG to
evaluate ¢ on input 0 with unit costs and the probabilities given in Lemma 1, observing
which variables are tested. The inapproximability bound in the theorem follows from
the ¢ In n inapproximability result for set cover [13], where ¢ = 2¢’. O

Given the difficulty of exactly solving the SBFE problem for montone DNF for-
mulas, we will instead consider approximation algorithms.

5 Approximation Algorithms for the Evaluation of Monotone k-DNF
and k-term DNF

5.1 Monotone k-DNF Formulas

In this section, we present a polynomial time algorithm for evaluating monotone k-
DNF formulas. To evaluate f we will alternate between two algorithms, Alg0 and
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Algl, each of which performs tests on the variables x;. It would be possible for the
protocol to share information between Alg0 and Algl, so that if x; were tested by
Alg0, Algl would not need to retest x;. However, to simplify the analysis, we assume
the algorithms do not share test outcomes. Alg0 tries to find a min-cost O-certificate
for f, and Algl tries to find a min-cost 1-certificate for f. As soon as one of these
algorithms succeeds in finding a certificate, we know the value of f(x), and can output
1t.

This basic approach was used previously by Kaplan et al. [20] in their algorithm for
evaluating monotone CDNF formulas in the unit cost, uniform distribution case. They
used a standard greedy set-cover algorithm for both Alg0 and Algl along with with
a strict round-robin policy that alternated between performing one test of Alg0 and
one test of Algl. Our algorithm uses a dual greedy set-cover algorithm for Alg0 and
a different, simple algorithm for Algl. The strict round-robin policy used by Kaplan
et al. is suitable only for unit costs, whereas our algorithm handles arbitrary costs by
modifying the round-robin protocol. We begin by presenting that protocol.

Although we will use the protocol with a particular Alg0 and Algl, it works for any
Alg0and Alg] that “try” to find O-certificates and 1-certificates respectively. In the case
of AlgO0, this means that if f(x) = 0, Alg0 will succeed in outputting a O-certificate of
f contained in x. Similarly, if f(x) = 1, Algl will successfully output a 1-certificate
contained in x. Since x cannot contain both a O-certificate and a 1-certificate, if Alg0
and Algl are both run on the same input x, only one can succeed in outputting the
type of certificate it is trying to find.

The modified round-robin protocol works as follows. It maintains two values: K
and K1, where Ky is the cumulative cost of all tests performed so far in Alg0, and
K is the cumulative cost of all tests performed so far in Algl. At each step of the
protocol, each of Alg0 and Algl independently determines a test to be performed next
and the protocol chooses one of them. (Initially, the two tests are the first tests of Alg0
and Alg1 respectively.) Let x ;| denote the next test of Algl and let x ;, denote the next
test of Alg0, and let ¢, and c;, denote the costs of the next test of Algl and Alg0
respectively. To choose which test to perform, the protocol uses the following rule: if
Ko +cjy < K1 +cj, it performs test x j,; otherwise it performs test x ;. We present
the pseudocode for this procedure in Algorithm 1.

The result of the test is combined with the results of the other tests performed by the
algorithm. If these results constitute a certificate of the “correct” type (a 1-certificate
for Algl, or a O-certificate for Alg0), then the algorithm successfully terminates and the
protocol ends. If the results constitute a certificate of the “wrong” type (a O-certificate
for Algl, or a 1-certificate for Alg0), then the algorithm has failed; the other algorithm
is run to successful termination and the protocol ends. Otherwise, the algorithm has
not found a certificate and it must make at least one more test. In this case, the protocol
again chooses between the next test of Alg0 and Algl using the rule above.

We now show that the following invariant holds at the end of each step of the
protocol, provided that neither Alg0 nor Algl failed in that iteration.

Lemma 2 At the end of each step of the above modified round-robin protocol, if x j |
was tested in that step, then K1 — ¢ 0 < Ko =K. Otherwise, if x jo was tested, then
Ko —cj; < K1 < Ko at the end of the step.
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Initialize execution of Algl and Alg0
Ko< 0,K; <0
repeat
if {x; | x; was tested by Algl} contains a O-certificate then
Let Alg0 run to successful termination //Alg1 has failed, x does not have a 1-certificate
else if {x; | x; was tested by Alg0} contains a 1-certificate then
Let Algl run to successful termination // Alg0 has failed, x does not have a O-certificate
else
Xjo < the next test of Alg0, Xj < the next test of Algl
if Kg +Cj0 < Kj +le then
test x j, //perform the next step of Alg0

Ko =Ko +cj 0
else
test x ; //perform the next step of Algl
Ky =Ky +cj
end if
end if

until Alg0 terminates successfully OR Algl terminates successfully

Algorithm 1: Modified round robin protocol

Proof The invariant clearly holds after the first step. Suppose it is true at the end of the
kth step, and without loss of generality assume that x;, was tested during that step.
Thus K| — cj, < Ko < K at the end of the kth step.

Consider the (k+1)st step. Note that x ; ,, the variable to be tested next by Alg0 is the
same in this step as in the previous one, because in the previous step, we did not execute
the next step of Alg0. There are 2 cases, depending on which if-condition is satisfied
when the rule is applied in this step, Ko + ¢, < K1 +c¢j; or Ko +cj, > K1 +¢j;.

Case 1 Ko +cj, < K| + cj, is satisfied.

Then x ;) is tested in this step and K increases by cj,. We show that Ko—c;, < K}
and K1 < Ky at the end of the step, which is what we need. At the start of the step,
Ko +cjy < K1 +¢j, and at the end, K is augmented by Cjp» 80 Ko < K1 + ¢y
Consequently, Koy — ¢ i1 < K. Further, by assumption, K| — cjo < Ko at the start of
the step, and hence at the end, K1 < K.

Case 2 Ko +cj, > K| + cj, is satisfied.

By assumption, therefore, K1 — ¢ jo < Ko < K at the start. Then x;, is tested in
this step, and K increases by c; . We show that K| — cjo < Ko and Ky < K at the
end of the step. By the condition in the case, Ko + ¢, > K1 + ¢}, at the start of the
step, so at the end, Ko +cj, > Ky, and hence K| —c jo < Ko. Further, by assumption,
Ko < K at the start, and since only K| was increased, this also holds at the end. O

We can now prove the following lemma:

Lemma 3 If f (x) = 1, then at the end of the modified round-robin protocol, K1 > K.
Symmetrically, if f(x) = 0, then at the end of the modified round-robin protocol,
Ky > K.

Proof There are two ways for the protocol to terminate. Either Alg0 or Algl is detected

to have succeeded at the start of the repeat loop, or one of the two algorithms fails and
the other is run to successful termination.
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Suppose the former, and without loss of generality suppose itis Alg0 that succeeded.
It follows that it was x, that was tested at the end of the previous step (unless this is
the first step, which would be an easy case), because otherwise, the success of Alg0
would have been detected in an earlier step.

Thus at the end of the last step, by Lemma 2, K1 < K.

Suppose instead that one algorithm fails and without loss of generality, suppose
it was Alg0 and thus we ran Algl to termination. Since Alg0 did not fail in a prior
step, it follows that in the previous step, x;, was tested (unless this is the first step,
which would be an easy case). Thus at the end of the previous step, by the invariant,
Ko—cj; < Kyandso Ko < K| +c;,. We have to run at least one step of Algl when
we run it to termination. Thus running Algl to termination augments K by c;,, and
so at the end of the algorithm, we have Ky < K. O

We now describe the particular Alg0 and Algl that we use in our algorithm for
evaluating monotone k-DNF. We describe Alg0 first. Since f is a monotone function,
the variables in any O-certificate for f must all be set to 0. Consider an assignment
x € {0, 1}" such that f(x) = 0. Let Z = {x;|x; = 0}. Finding a min-cost O-certificate
for f contained in x is equivalent to solving the SET COVER instance where the
elements to be covered are the terms t1,...,1t,, and for each x; € Z, there is a
corresponding subset {z;|x; € t;}.

Suppose f(x) = 0.If Alg0 was given both Z and f as input, it could find an approx-
imate solution to this set cover instance using Hochbaum’s Dual Greedy algorithm for
(weighted) SET COVER [18]. This algorithm selects items to place in the cover, one
by one, based on a certain greedy choice rule. Briefly, Hochbaum’s algorithm is based
on the dual of the standard linear program for SET COVER. The variables of the dual
correspond to the elements that need to be covered, and the constraints correspond
to the subsets that can be used to form the cover. The algorithm chooses subsets to
place in the cover, one by one until all elements are covered. At each iteration, the
algorithm greedily chooses a dual variable and assigns it a non-zero value, causing
a new constraint of the dual to become tight without violating any constraints. The
subset corresponding to the newly tight constraint is then added to the cover.

Alg0 is not given Z, however. It can only discover the values of variables x; by test-
ing them. We get around this as follows. Alg0 begins running Hochbaum’s algorithm,
using the assumption that all variables are in Z. Each time that algorithm chooses
a variable x; to place in the cover, Alg0 tests the variable x;. If the test reveals that
x; = 0, Alg0 continues directly to the next step of Hochbaum’s algorithm. If, however,
the test reveals that x; = 1, it removes the x; from consideration and uses the greedy
choice rule to choose the best variable from the remaining variables. The variables
that are placed in the cover by Alg0 in this case are precisely those that would have
been placed in the cover if we had run Hochbaum’s algorithm with Z as input.

Hochbaum’s algorithm is guaranteed to construct a cover whose total cost is within
afactor of « of the optimal cover, where « is the maximum number of subsets in which
any ground element appears. Since each term 7; can contain a maximum of k literals,
each term can be covered at most k times. It follows that when f (x) = 0, Alg0 outputs
a certificate that is within a factor of at most k of the minimum cost certificate of f
contained in x.
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If f(x) = 1, Alg0 will eventually test all elements without having constructed a
cover, at which point it will terminate and report failure.

We now describe Algl. Algl begins by evaluating the min-cost term ¢ of f, where
the cost of a term is the sum of the costs of the variables in it. (In the unit-cost case,
this is the shortest term. If there is a tie for the min-cost term, Algl breaks the tie in
some suitable way, e.g., by the lexicographic ordering of the terms.) The evaluation
is done by testing the variables of ¢ one by one in order of increasing cost until a
variable is found to equal 0, or all variables have been found to equal 1. (For variables
x; with equal cost, Algl breaks ties in some suitable way, e.g., in increasing order of
their indices i.) In the latter case, Algl terminates and outputs the certificate setting
the variables in the term to 1.

Otherwise, for each tested variable in 7, Alg1 replaces all occurrences of that variable
in f with its tested value. It then simplifies the formula (deleting terms with 0’s and
deleting 1’s from terms, and optionally making the resulting formula minimal). Let
f' denote the simplified formula. Because ¢ was not satisfied, f’ does not contain
any satisfied terms. If f’ is identically 0, x does not contain a 1-certificate and Algl
terminates unsuccessfully. Otherwise, Algl proceeds recursively on the simplified
formula, which contains only untested variables.

Having presented our Alg0 and Algl, we are ready to prove the main theorem of
this section.

Theorem 2 The evaluation problem for monotone k-DNF can be solved by a
polynomial-time approximation algorithm computing a strategy whose expected cost
is within a factor of ik of the expected certificate cost. Here p is either the minimum

pi value or the minimum 1 — p; value, whichever is smaller.

Proof Let f be the input monotone k-DNF, defined on x € {0, 1}"*. We will also use
f to denote the function computed by this formula.

Let Alg be the algorithm for evaluating f that alternates between the Alg0 and
Alg]l algorithms just described, using the modified round-robin protocol.

Let S = {x|f(x) = 1} and Sy = {x|f(x) = 0}. Let E[costy(x)] denote the
expected cost incurred by the round-robin algorithm in evaluating f on random x. Let
cost ¢ (x) denote the cost incurred by running the algorithm on x. Let Pr[x] denote
the probability that x is realized with respect to the product distribution D . Thus
E[costs(x)] is equal to ZXESI Pr[x]costy(x) + erSo Pr[x]costy(x). Similarly,
let certy(x) denote the cost of the minimum cost certificate of f contained in x,
and let E[certy(x)] = ZX Pr[x]certy(x). We need to show that the ratio between
E[costy(x)] and E[cert 7 (x)] is at most %.

We consider first the costs incurred by Alg0 on inputs x € Sp. Following the
approach of Kaplan et al., we divide the tests performed by Alg0 into two categories,
which we call useful and useless, and amortize the cost of the useless tests by charging
them to the useful tests. More formally, we say that a test on variable x; is useful to
Alg0 if x; = 0 (x; is added to the O-certificate in this case) and useless if x; = 1. The
number of useful tests on x is equal to the size of the certificate output by Alg0, and
thus the total cost of the useful tests Alg0 performs on x is at most k(cert 7 (x)).
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Let cost(} (x) denote the cost incurred by Alg0 alone when running Alg to evaluate f
on x, and let cost (0 denote the cost incurred by Algl alone. Suppose Alg0 performs
auseless test on an x € 8o, finding that x; = 1. Let x’ be the assignment produced from
x by setting x; to 0. Because f(x) = 0 and f is monotone, f(x") = 0 too. Because x
and x’ differ in only one bit, if Alg0 tests x; on assignment x, it will test x/ on x’, and that
test will be useful. Thus each useless test performed by Alg0 on x € Sp corresponds to
a distinct useful test performed on an x” € Sy. When x; is tested, the probability that it
is 1 is p;, and the probability that it is 0 is 1 — p;. Each useless test contributes c; p; to
the expected cost, whereas each useful test contributes (1 — p;)c;. If we multiply the
contribution of the useful test by 1/(1 — p;), we get the contribution of both a useful
and a useless test, namely c¢;. To charge the cost of a useless test to its corresponding
useful test, we can therefore multiply the cost of the useful test by 1/(1 — p;) (so that if,
for example, p; = 1/2, we charge double for the useful test). Because 1/(1 — p;) < %

for all i, it follows that > Pr[x] cost0 x) < - erSo Pr[x](k(cert(x))). Hence,

x€So

5 Prseost) ) 3
2 ves, Prix]eerty(x) — ; 3)

We will now show, by induction on the number of terms of f, that E [cost} (x)] /

Elcert;(x)] < #

If f has only one term, it has at most k variables. In this case, Alg1 is just using the
naive algorithm which tests the variables in order of increasing cost until the function
value is determined. Since the cost of using the naive algorithm on x in this case
is at most k times certy(x), o < 1/2, and k < 2k for all k > 1, it follows that

E [cost} (x)] /Elcerty(x)] <k < 2k < #. Thus we have the base case.

Assume for the purpose of induction that E [cost} (x)] / Elcerty(x)] < pik holds

for f having at most m terms. Suppose f has m + 1 terms. Let ¢ denote the min-cost
term. Let C denote the sum of the costs of literals in ¢, and k&’ the number of variables
inz,sok’ < k. If x does not satisfy term #, then after Algl evaluates term ¢ on x, the
results of the tests performed in the evaluation correspond to a partial assignment a
to the variables in . More particularly, if Algl tested exactly z variables of ¢, the test
results correspond to the partial assignment a setting the z — 1 cheapest variables of
t to 1 and the zth to 0, leaving all other variables in 7 unassigned. Thus there are k’
possible values for a. Let T denote this set of partial assignments a.

Fora € T, let f[a] denote the formula obtained from f by replacing any occur-
rences of variables in ¢ by their assigned values in a (if a variable in # is not assigned
in a, then occurrences of those variables are left unchanged). Let Ty = {a € T| fla]
is identically 0 }, and let 7, = T — Tj. For any x, the cost incurred by Algl in eval-
uating ¢ on x is at most C. For x € Ty, Algl only evaluates ¢, so its total cost on x
is at most C. Let Pr[a] denote the joint probability of obtaining the observed values
of those variables tested in t. More formally, if W is the set of variables tested in ¢,
Pr[a] = Hi:x,- eWnx=1 Di Hi:x,- ewnx;—0(1— pi). We thus have the following recursive
expression:
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E [cost}(x)] <C+ > PrldlE [cost}[a](X[a])]

acTy

where x[a] is a random assignment to the variables of f not assigned values in a,
chosen independently according to the relevant parameters of D,.

For any x satisfying ¢, since ¢ is min-cost and f is monotone, certy(x) = C. Let
x € Ty, and let a, be the partial assignment representing the results of the tests Algl
performed in evaluating ¢ on x. Let X be the restriction of x to the variables of f not
assigned values by a,. Any certificate for f that is contained in x can be converted
into a certificate for f[ay], contained in X, by simply removing the variables assigned
values by a,. It follows that cert s (x) > cert s[4, 1(%).

Since k' < k, the probability that x satisfies the first term is at least p¥. By ignoring
the x € Tp we get

Elcert;(x)] = pC + > Pria] Elcert siq)(x[a])]

acTy

The ratio between the first term in the expression bounding E [cost; (x)] to the first

term in the expression bounding E[cert s (x)] is equal to 1/ p*. By induction, for each
a e Ty,

i
E [costlf[a](x[a])] /Elcertia(lad] < .

Thus

1
E [cost}(x)] /Bleert ()] < . 4)

Setting 8 = ersl Pr[x]costy(x) + erso Pr[x]cost}(x), we have

Elcost; (x)] = B+ > Prlx]cost} (x).

x€So

By Lemma 3, the cost incurred by Alg on any x € 7 is at most twice the cost
incurred by Algl alone on that x. Thus

B < Z 2Pr[x]cost}~(x) + Z Pr[x]cost_lf(x) < Z 2Pr[x]cost}(x)

XS x€So xeSo U S1

=2E [cost} (x)] .
It follows that

Elcost;(x)] < 2E [cost;(x)] +> Prixleosth (x). (5)

xeSo
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Further, since E[cert s (x)] > > Pr(x]certs(x),

xX€Sy

Elcerty(x)] > %(E[certf(x)] + Z Pr[x]certs(x)). (6)

XGS()

It follows from the above numbered lines that E[cost s (x)]/ E[cert s (x)] is at most
max{%,%‘}:%,sinoekilandpf%. O

5.2 Monotone k-term DNF Formulas

We can use techniques from the previous subsection to obtain results for the class of
monotone k-term DNF formulas as well. In Sect. 6, we will present an exact algorithm
whose running time is exponential in k. Here we present an approximation algorithm
that runs in time polynomial in n, with no dependence on k.

Theorem 3 The evaluation problem for monotone k-term DNF can be solved by a
polynomial-time approximation algorithm computing a strategy whose expected cost

is within a factor of max {Zk, %(l + In k)} of the expected certificate cost. Here p is
either the minimum p; value or the minimum 1 — p; value, whichever is smaller.

Proof Let f be the input monotone k-term DNF, defined on x € {0, 1}".

Just as in the proof of Theorem 2, we will use a modified round robin protocol that
alternates between one algorithm for finding a O-certificate (Alg0) and one for finding
a l-certificate (Algl). Again, let S| = {x| f(x) = 1} and Sp = {x]|f(x) = 0}.

However, in this case Alg0 will use GREEDY, Chvdtal’s well-known greedy algo-
rithm for weighted SET COVER [5] instead of the Dual Greedy algorithm of Hochbaum.
GREEDY simply maximizes, at each iteration, “bang for the buck’ by selecting the sub-
set that maximizes the ratio between the number of uncovered elements covered by
the subset, and the cost of the subset. GREEDY yields an H (m) approximation, where
m is the number of ground elements in the SET COVER instance and H (m) is the mth
harmonic number, which is upper bounded by 1 + In m. Once again, we will view the
terms as ground elements and the variables that evaluate to 0 as the subsets. Since f
has at most k terms, there are at most k£ ground elements. On any x € Sy, GREEDY will
yield a certificate whose cost is within a factor of 1 + In k of the min-cost O-certificate
cert ¢ (x), and thus the cost incurred by the useful tests on x (tests on x; where x; = 0)
is at most cert ¢ (x)(1 + In k). By multiplying by 1/p the charge to the variables that
evaluate to 0, to account for the useless tests, we get that the expected cost incurred
by Alg0 on x, for x € Sy, is at most % certr(x)(1 + Ink).

Algl in this case simply evaluates f term by term, each time choosing the remain-
ing term of minimum cost and evaluating all of the variables in it. Without loss of
generality, let 1 be the first (cheapest) term evaluated by Alg1 and let 7; be the i term
evaluated. Suppose x € §. If x falsifies terms 71 through #;_; and then satisfies #;,
certr(x) is precisely the cost of #; and Algl terminates after evaluating #;. Since none
of the costs of the first i — 1 terms exceeds the cost of #;, the total cost of evaluating
f is at most k times the cost of #;. Hence, Algl incurs a cost of at most k(cert 7 (x)).
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By executing the two algorithms according to the modified round robin protocol,
we can solve the problem of evaluating monotone k-term DNF with cost no more than
double the cost incurred by Algl, when x € S, and no more than double the cost
incurred by Alg0, when x € Sp. Hence the total expected cost of the algorithm is

within a factor of max {Zk, %(1 + In k)} of the expected certificate cost. O

We now prove that the problem of exactly evaluating monotone k-term DNF can
be solved in polynomial time for constant k.

6 Minimum Cost Evaluation of Monotone k-term DNF

In this section, we provide an exact algorithm for evaluating k-term DNF formulas in
polynomial time for constant k. First, we will adapt results from Greiner et al. [16]
to show some properties of optimal strategies for monotone DNF formulas. Then we
will use these properties to compute an optimal strategy for monotone k-term DNF
formulas. Greiner et al. [16] consider evaluating read-once formulas with the minimum
expected cost. Each read-once formula can be described by a rooted and-or tree where
each leaf node is labeled with a variable and each internal node is labeled as either
an or-node or an and-node. The simplest read-once formulas are the simple AND and
OR functions, where the depth of the and-or tree is 1. Other read-once formulas can
be obtained by taking the AND or OR of other read-once formulas over disjoint sets
of variables, as indicated by the label of the associated internal node in the and-or tree.
In the and-or tree, an internal node whose children include at least one leaf is called
a leaf-parent, leaves with the same parent are called leaf-siblings (or siblings) and
the set of all children of a leaf-parent is called a sibling class. Intuitively, the siblings
have the same effect on the value of the read-once formula. The ratio of a variable
x; is defined to be R(x;) = p;/c;. Further, variables x; and x, are R-equivalent if
they are leaf-siblings and R(x1) = R(x2). An R-class is an equivalence class with
respect to the relation of being R-equivalent. Let a variable be considered redundant if
testing it is unnecessary to determine the correct value of the function. Let a strategy
be considered redundant if it tests redundant variables. A strategy S is considered
contiguous with respect to a subset C of variables if, along all paths of S, whenever a
variable of C is tested, S continues to test all of the other variables in C (provided that
they do not become redundant as the results of the tests are obtained), until either C
is exhausted or the path of S is terminated (reaches a leaf node). Greiner et al. show
that, for any and-or tree, (without loss of generality, they assume that leaf-parents are
OR nodes), there is an optimal strategy S that satisfies the following conditions:

(a) For any sibling variables x and y such that R(y) > R(x), x is not tested before y
on any root-to leaf path of S.
(b) For any R-class W, S is contiguous with respect to W.

We show that by redefining siblings and sibling classes, corresponding properties
hold for general monotone DNF formulas. Let us define a maximal subset of the
variables that appear in exactly the same set of terms as a sibling class in a monotone
DNF formula. Here maximal means that no proper super-set of a sibling class is a
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sibling class. We will refer to the elements of a sibling class as siblings or sibling
variables. For instance, all variables are siblings for an AND function, whereas no two
variables are siblings in an OR function. All the other definitions can easily be adapted
accordingly. In this case, the ratio of a variable x; is R(x;) = %, since each term
of the monotone DNF formula is a conjunction. l

It is possible to adapt the proof of Theorem 20 in [16] to apply to monotone DNF
formulas. All the steps of the proof can be adapted in this context, using the new
definitions of siblings and the ratio of a variable. The proofs of Lemma 4 and Theorem
4 are very similar to the proofs of Theorem 20 and Observation 26 in [16]. We present

the proofs here for the sake of completeness.

Lemma 4 Let x and y be sibling variables in a monotone k-term DNF. Let S be a
non-redundant strategy that tests x first and if x is I then y is tested next. (Note that
if x is 0, then y becomes redundant.) Let S’ be obtained from S by exchanging x and
v, which is also a non-redundant strategy. Then

(a) if R(y) > R(x) then S’ has lower expected cost then S.
(b) if R(y) = R(x) then S’ has the same expected cost as S.

Proof The strategies S and S’ are depicted in Fig. 1. ST(~) is the sub-strategy followed
when the variable in the root is 1(0). Note that the subtrees S, rooted at x, and S—,
rooted at y, are identical since x and y are siblings. By definition of siblings, the
function obtained by fixing x at O and the function obtained by fixing x at 1 and y at
0 are the sam. Since x and y are sibling variables, it is clear that S’ is a non-redundant
valid strategy. Let C(S) denote the expected cost of strategy S.

C(S) = cx + pxcy + (Gx + Pxqy)C(ST) + pxpyC(SH)
and

c(s) = ¢y + pycx +(gy + pyg)C(S™) + PxpyC(S+)-

Fig. 1 Modification of S to obtain S’
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Then we find that C(S) — C(§') = qyCx — gxCy. The result follows immediately. O

Theorem 4 For any monotone DNF, there exists an optimal testing strategy S that
satisfies both of the following conditions.

(a) For any sibling variables x and y such that R(y) > R(x), x is not tested before
y on any root-to-leaf path of S.

(b) For any sibling class where each element of the sibling class has the same ratio,
S is contiguous with respect to the sibling class.

Proof We prove the theorem by induction on the number of variables. The theorem
holds for functions with a single variable. Suppose the theorem holds for any function
that has at most n — 1 variables. Now let us consider a function with n variables and an
optimal strategy S for evaluating this function. Let x be the first variable of S, at the
root node. Let S; and S, be the sub-strategies of S when x is 1 and 0, respectively.
Let us note that since S is optimal so are S;" and S, for the function restricted to
x = 1 and x = 0 respectively. By induction, we can assume that S;" and S satisfy
the conditions of the theorem. So on any path from the root to the leaves in S and
S, the sibling appears before its other siblings that have smaller (worse) ratio and
the siblings with the same ratio come one after another. Now let us assume that S
does not satisfy the theorem. That means that x has at least one sibling that has the
same or higher ratio that appears on some leaf to root path(s) of S. We will show, in
this case, that there exists another optimal strategy that satisfies the conditions of the
theorem. We will construct this strategy starting from S and by changing the order of
sub-strategies of S. Let Y be the set of sibling variables of x with an equal or higher
ratio than x. Let y be the variable with the minimum ratio among tests in Y. Since
all sibling variables with the same ratio are tested one after another in S;, we may
assume that y is tested the last among all variables in Y by the sub-strategy S;'. Let
M be the number of nodes of S} labeled by the variable y, and let Sy, , Sy,, ..., Sy,
be the sub-trees of S, for which the roots are labeled by y. So y appears M times
inSF. Fork =1,...,M,let S;; and S| be the sub-strategies of Sy; when y is true
or false, respectively. Let S, denote the part of S} that contains nodes that are not in
Sys Sy, ..y Sy, Now let us construct another strategy, S’, where S’ is constructed by
taking S, (so the root of S, is the root of S") and changing Sy, as follows for each
k=1,.., M. We test x just before y. If x is 0, we continue with strategy S;k If x
is 1, we test y next. Depending on the value of y, we continue with strategy S;; or
S5, - Strategies S and § " are depicted in Fig. 2. First, we need to show that S’ is indeed
a valid strategy. In order to show this, we should show that for all paths in S’, we
correctly evaluate the original function. There are three possible cases with regard to
the paths in S’.

(a) Both x and y are tested along the path. These paths differ only in the ordering of
the variables from S. So they should evaluate the function correctly.

(b) x is tested along the path but not y. Since x and y are sibling variables, their
values affect the function in the same way. When we compare these paths with
the corresponding paths in §, the only difference is that x is tested instead of y.
So these paths should evaluate the function correctly.
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(a) (b)

Fig. 2 Creating S’ from §

(c) Neither x nor y is tested along the path. If we consider the corresponding paths in
S, we see that in these paths y is not tested and x is 1. If x is 1 and y is not tested
in S, that means that the results of the other variables provide a certificate and
value of x is irrelevant, given the values of other variables. In §’, these paths are
the same as § except that x is not tested. Since x is irrelevant given the values of
other variables on these paths, the function is evaluated correctly on these paths.

Now let S be obtained from S’ by switching the labels of x and y. By Lemma 4, § "isa
valid strategy for evaluating the function and expected cost of S " is not higher than the
expected cost of S’. Since S satisfies the conditions of the theorem, it suffices to show
that S’ is optimal. Before showing that we note the following: if x has other siblings
with the same ratio, then y should be one of those siblings. Hence s"is contiguous
with respect to these variables. We also observe that S " is contiguous on any other set
of tests with the same ratio that does not include x but include y since y is tested as
the last test from Y. Also since x is tested right after y, when y is false, s preserves
the right order of sibling variables.

Now we show that S’ is not worse than S. We compare C(S’) with C(S). Let us
first consider the strategy S. In S, let C” be the expected cost associated with nodes
where x is 1 and y is not tested at all. That is, C" = > _¢ pyc(x,) where the sum
is over all nodes of S”, p, is the probability of the path from the root of S} to node
v and c¢(x,) is the cost of the variable of node v. Forany k =1, ..., M, let py, be the
probability of the path from the root of S to the root of Sy,

Expected cost of strategy S can be written in the following way:

C(S) = cx + pxC(S) + g C(Sy)

where

M

CSH=C"+D pu [Cy +pyC(Sy) +4,C (Sy_k)]
k=1
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Fig. 3 Strategy S;:I

whereas for the expected cost of §” we have

M

C(s)=C"+ > py f[er +a:C (85) ]+ pe[er + pyC (55) + avC (53]}
k=1

By contradiction, let us assume that the expected cost of S’ is higher than S. For
notational convenience, let D = C” + Z,ﬂil Py C (Sv_k) —C(S;)and P" =1 —

leyzl Py~ then we obtain
gxD > P'cy.

Since 212/1:1 Dy, is the probability of reaching any node labeled by y in the strategy
S—, P” > 0. Consequently, D > 0 and so

-
4 P %)
Cx D

We will show that, in this case, we can replace the sub-strategy S;" of S by a sub-
strategy with strictly lower expected cost, contradicting the optimality of S;.

Consider the strategy in Fig. 3, that starts evaluation by testing y first, if y is 1,
it continues with S” until it hits any node labeled as y. In this case since we already
know that y is 1, we replace this with sub-strategy Sj; If y is O it continues with S;".
This strategy is a valid and non-redundant strategy when x is 1. Let us refer to this
strategy as Sy =1 The expected cost of this strategy can be written as:

M
c(s57") = +py (C’ +> puC () +a,C (S;)).
k=1
Then we obtain

X

C(sH)-c(si™) =ap - Pe,.
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But then from 7 and the fact that

@ &

it follows that C (S;) > C (S;le) which is a contradiction. O

In other words, there exists an optimal strategy such that on any path from the root
to the leaf, sibling tests appear in non-increasing order of their ratios. Further, for
this strategy, sibling tests with the same ratio (R-class) appear one after another on
any path from the root to the leaf. By a duality argument, a similar result holds for
monotone CNFs by defining the ratio of a variable as c;/p; and sibling class as a set
of variables that appear in exactly the same set of clauses. For a k-term monotone
DNF there are at most 2€ — 1 sibling classes, since each sibling class corresponds to
a non-empty subset of the terms of the monotone DNF formula. Next, we provide a
dynamic programming based method to find an optimal strategy.

Theorem 5 The evaluation problem for monotone k-term DNF formula ¢ over a
product distribution on input x and with arbitrary costs can be solved exactly in
polynomial time for constant k.

Proof We will use a dynamic programming method similar to that used by Guijarro
et al. in [17] for building decision trees for functions defined by truth tables. We will
exploit condition (a) above.

Let f be the function that is defined by ¢. We will construct a table P indexed by
partial assignments to the 1 = 2 sibling classes. By Theorem 4, there is an optimal
evaluation order of the variables within each sibling class. Let 1 < j < ¢ index the
sibling classes in arbitrary order. For each sibling class s/, let us rename the variables
contained in it xi] ,where 1 <i < ¢/ refers to the position of the variable in the testing
order according to their ratios R(i) = g¢;/c;, and where £/ refers to the number of
variables within the class s/. Hence, for each class we will have £/ + 2 states in P:
not evaluated, variable x; evaluated to 1, variable x; evaluated to 1, ...variable xl{j
evaluated to 1, any variable evaluated to 0. (Due to monotonicity, the evaluation of
any variable to 0 ends the evaluation of the entire class.) Given the optimal ordering,
the knowledge of which variable i of a sibling class was evaluated last is sufficient
to determine which variable i + 1 should be evaluated next within that class. Given a
partial assignment « that is being evaluated under an optimal testing strategy, let si]

denote the variable xi] that will be evaluated next for each class s/ (that is, that the

values of variables xﬁ for all 1 < i have already been revealed).

At each position « in the table, we will place the decision tree with the minimum
expected cost that computes the function f,, where f, is the function f defined
by ¢ projected over the partial assignment «. Then, once the full table P has been
constructed, P[*"] (the value for the empty assignment) will provide the minimum
expected cost decision tree for f.

For any Boolean function g, let |g| denote the expected cost of the minimum
expected cost decision tree consistent with g. For any partial assignment « and any
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variable v not assigned a value in o, let e Uv <— b denote the partial assignment created
by assigning the value b € {0, 1} to v to extend «. Let ci] denote the cost of evaluating
xl.j , let pl.] denote the probability that xi] = 1, and let qij denote the probability that
xl.] = 0.

We can construct the table P using dynamic programming by following these rules:

1. For any complete assignment «, the minimum size decision tree has a cost of 0,
since no variables need to be evaluated to determine its value. Hence, the value
Pla] = 0.

2. For any partial assignment « such that there exists a variable v that has not yet
been evaluated and fyuy<0 = fauv<1, then fy = fauv<o and the entry Pla] =
Pla Uv < 0].

3. For any partial assignment « that does not meet conditions 1 or 2, then

e

— i J J )
| fal = min {cl- +p; Jauss eo\}

faUxij<—l

Then we can fill in the entry for P[«] by finding the next variable sij that has the
minimum expected cost testing strategy, placing it at the root of a tree and creating
left and right subtrees accordingly.

Let ¢ denote the size of the largest sibling class. Then, since there are ¢ sibling
classes, P will have size at most ¢£. Clearly, £ < n, so the size of P is at most tn,
and we can construct P in time O (zn'). Since r = 2% and k is constant, the dynamic

program will run in time O(nzk). O

Corollary 1 The evaluation problem for monotone k-term DNF restricted to the uni-
Sform distribution on input x and unit costs can be solved exactly in polynomial time
for k = O(loglogn).

Proof Under the uniformity assumption the ratios are the same for all variables. Hence,
each sibling class will be evaluated as a single block and tested in an arbitrary order
until either a variable evaluates to O or a term evaluates to 1, or until the sibling class
is exhausted. Since we will evaluate each sibling class together, we can view each
class as a single variable. Then we have a k-term DNF defined over 2¥ variables. Let
V be the set of the new variables. For each v € V, let vy denote the number of “real”
variables in v.

We can then find the optimal strategy using a dynamic programming method as
before. The first two rules are as in the previous table formulation method. We will
modify the third rule as follows:

For any partial assignment « that does not meet the first two conditions, then

[ fal = 13161‘1/1 [; |:(%) |faUv<—0|:| + (%) | faUve1|+ 1} .

1

which follows directly from the unit costs and uniform probabilities.
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The size of the table will be only 3’; hence we can determine the optimal testing
strategy over the sibling classes in time O (22k). The evaluation of the original n

. . . k
variables can hence be done in time O (nZ2 ) . O
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