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Dominance relations at this conference
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a(1). a(6). a(4).
b(8). b(2). b(3). b(5).
c(9). c(7).
 
r(X,Y) ← a(X),a(Y).    (0.0)
r(X,Y) ← a(X),b(Y).    (0.9)
r(X,Y) ← a(X),c(Y).    (1.0)

...

Predicate Invention

r(1,8). r(1,3). r(1,5) ...

 



Outline
1) Discovering concepts with an Infinite Relational

 Model   (IRM)

2) Discovering the kind of relational system that 
best explains a data set
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An Infinite Relational Model (IRM)

● Goal: find z that maximizes
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                   is the Beta function

where         is the number of 1-edges between classes a and b

An Infinite Relational Model (IRM)
● Goal: find z that maximizes

                   is the number of 0-edges between classes a and b

where         is the number of entities in class a



The IRM
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Clustering arbitrary relational systems

● 14 countries
● 54 binary relations representing interactions 

between countries (eg. exports to, protests against)
● 90 country features

(Rummel, 1965)



Relation clusters (Rummel, 1965)
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Feature clusters (Rummel, 1965)



a(1). a(6). a(4).
b(8). b(2). b(3). b(5).
c(9). c(7).
 r(X,Y) ← a(X),a(Y).    (0.0)
r(X,Y) ← a(X),b(Y).    (0.9)
r(X,Y) ← a(X),c(Y).    (1.0)

...

r(1,8). r(1,3). r(1,5) ...

 

Towards Richer Representations

● The concepts discovered by the IRM can serve as 
primitives in complex logical theories
– cf. Craven and Slattery (2001); Popescul and Ungar (2004)



Outline
1) Discovering concepts with an Infinite Relational

 Model   (IRM)

2) Discovering the kind of relational system that 
best explains a data set
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Structural forms
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● Goal: find S  that maximizes P(S|R,F)
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if S consistent 
with z and F



● Goal: find S  that maximizes P(S|R,F)
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Learning structural forms
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● We place a uniform prior over the set    
   of  forms and search for the S and F      
   that maximize P(S,F|R)



Friendship groups (MacRae, Gagnon)



Bush Cabinet



Conclusions
1) The IRM discovers concepts (unary predicates) 

and relationships between these concepts.

2) An extended version of the IRM can discover  
abstract structural properties of a relational 
system. 


