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DOSA Motivation
• HPC systems are growing in architectural complexity

– requires application programmers and compiler writers to perform the challenging task 
of optimizing the computation in order to achieve high performance.

• In the past decade:
– Caches and high-speed networks
– scientists and engineers must carefully lay out data and partition work to reduce 

communication, maintain a load balance, and expose locality for better cache 
performance.

• New architectural innovations now include 
– hardware accelerators (e.g., reconfigurable logic such as FPGAs, SIMD/vector 

processing units such as in IBM Cell, and graphics processing units (GPUs)), 
– adaptable general-purpose processors,
– run-time performance advisors,
– capabilities for processing in the memory subsystem and transactional memory,
– power optimizations. 

• With these innovations, the multidimensional design space for optimizing 
applications is huge.

– Software must be sensitive to data layout, cache parameters, and data reuse, as well 
as dynamically changing resources, for highest performance.
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DOSA Objectives

• Design of a dynamic application composition system that provides
– high-performance computing 
– increased productivity

• Develop a component library representation and example libraries 
– These are used by the automatic composition system to compose optimized 

applications in the face of dynamically changing resources.
• Develop the Design Optimizer for Scientific Applications (DOSA), a semi-

automatic framework for software optimization.
– DOSA will allow rapid, high-level performance estimation and detailed low-

level simulation.
• Demonstrate the DOSA framework on applications from several 

computationally-intensive areas
– This demonstration will include three representative compact applications in 

molecular dynamics (floating-point arithmetic), dynamic programming 
(integer), and graph theory (sparse data structures); and one complex, full 
application for computational chemistry.
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Example: Multicore Computing 
• Sun Fire T2000 Servers
• UltraSPARC T1  “Niagara”

processor 
• “the highest-throughput 

and most eco-responsible
processor ever created”®

DOSA will provide techniques to optimize algorithms to take 
full advantage of parallelism and concurrency.
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MILAN: Model-based Integrated Simulation
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Generic Modeling Environment (GME) – MILAN
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Design of the DOSA Framework

GME

kernel
modeling

architecture
modeling

MI model
interpreters FI

feedback
interpreters

APIs

MIC

m
etam

odel low-level 
simulators

high-level 
estimator & 
profiling tool

MI

FI



DOSA: Design Optimizer for Scientific Applications 9

Design Flow using the DOSA Framework
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Run-Time Optimizer and Run-Time System
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Recent Publications (Model/Framework)

• Low-level modeling
– On the Design and Analysis of Irregular Algorithms on the Cell Processor: A 

case study on list ranking, David A. Bader, Virat Agarwal, and Kamesh 
Madduri, 21th IEEE International Parallel and Distributed Processing 
Symposium (IPDPS), Long Beach, CA, March 26-30, 2007. 

– Performance Model for Heterogeneous Systems with Reconfigurable 
Hardware, Ling Zhuo and Viktor Prasanna, submitted to International 
Conference on Field Programmable Logic (FPL '07), August 2007.

• High-level framework
– SWARM: A Parallel Programming Framework for Multi-Core Processors, David 

A. Bader, Varun N. Kanade, and Kamesh Madduri, First Workshop on 
Multithreaded Architectures and Applications (MTAAP), Long Beach, CA, 
March 30, 2007. 

– DOSA: Design Optimizer for Scientific Applications, David A. Bader and Viktor 
K. Prasanna, NSF Next Generation Workshop, Long Beach, CA, March 25-26, 
2007. 
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Recent Publications (Applications)

• Applications
– Scalable Parallel Implementation of Bayesian Network to Junction Tree  

Conversion for Exact Inference, Vasanth Krishna Namasivayam, Animesh
Pathak and Viktor Prasanna, 18th International Symposium on Computer 
Architecture and High Performance Computing (SBAC-PAD 2006), October 
2006.

– An Experimental Study of A Parallel Shortest Path Algorithm for Solving 
Large-Scale Graph Instances, Kamesh Madduri, David A. Bader, Jonathan W. 
Berry, and Joseph R. Crobak, Workshop on Algorithm Engineering and 
Experiments (ALENEX), New Orleans, LA, January 6, 2007. 

– A Graph-Theoretic Analysis of the Human Protein-Interaction Network Using 
Multi-core Parallel Algorithms, David A. Bader and Kamesh Madduri, Sixth 
IEEE International Workshop on High Performance Computational Biology
(HiCOMB), Long Beach, CA, March 26, 2007. 
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Sony-Toshiba-IBM Cell
Center of Competence @ Georgia Tech

“Georgia, not Austin, gets chip 
center,” Bob Keefe, Austin 
American-Statesman,
November 14, 2006
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Backup slides
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DOSA Goals

• Design of a dynamic application composition system that provides
– high-performance computing 
– increased productivity

• Previous methodologies relied on static HPC systems, homogeneous
resources, and a well-understood model of execution at each processor

– design-time analysis
– optimizing compilers

• DOSA must use run-time optimizations that depend on the dynamic 
nature of the computation and resources

– load-balancing and job migration
– readily-accessible grid computing
– complex reconfigurable architectures
– adaptive processors

• In a large, complex computing system, the available resources may 
change during iterations, and the run-time system must monitor, select, 
and tune new components to maintain or increase performance. 
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Detailed Design Flow in DOSA


