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Abstract —A view of software measurement that disagrees with the
model presented in a recent paper by Kitchenham, Pfleeger, and
Fenton, is given. Whereas Kitchenham, Pfleeger, and Fenton argue
that properties used to define measures should not constrain the scale
type of measures, we contend that that is an inappropriate restriction.
In addition, a misinterpretation of Weyuker’s properties is noted.
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————————   ✦   ————————

1 INTRODUCTION

KITCHENHAM, PFLEEGER, AND FENTON [3] questioned the way
properties have been used in the literature to assess software
measures. We have two main comments on their criticisms.

2 ATTRIBUTE PROPERTIES AND MEASUREMENT
SCALES

First, the authors propose that properties that imply or exclude
any particular measurement scale in the definition of a measure
cannot be used. This is stated clearly in the following paragraph
([3] p. 932, last paragraph):

“2)  Since an attribute may be measured in many different ways,
attributes are independent of the unit used to measure them.
Thus, any definition of an attribute that implies a particular
measurement scale is invalid. Furthermore, any property of an
attribute that is asserted to be a general property but implies a
specific measurement scale must also be invalid.”

Adherence to this model will seriously impede the appropriate
definition of attributes, particularly when there is a well under-
stood intuition. There is no problem defining properties that at
least permit ordering over the set of entities. Without such prop-
erties, we end up abstracting away all relevant structure from our
model, limiting our ability to say anything of interest. It is true that
such properties would only be relevant for measures of the attrib-
ute that are defined on an ordinal scale or higher. Nevertheless,
this does not make such properties invalid, as stated in [3]. Ex-
perimental physics has successfully relied on attributes such as
temperature that imply measurement scales in the definition of
their properties. Other examples will help clarify our point.

Consider the notion of the size of an object. Our intuitive un-
derstanding about the concept of size is that when one “puts to-
gether” two objects O1 and O2 to obtain a third object O3, then the
size of O3 is not smaller than the size of O1 or O2. (Although the
operation of “putting together” may be formally defined, for
brevity’s sake, we do not provide such a definition here.) Since this
simple property is not appropriate for nominal scale size meas-
ures, it would be considered invalid for any size attribute, ac-
cording to [3]. However, the usual understanding of the attribute
size can be formalized through properties of size measures re-
quiring at least the possibility of comparing objects’ sizes. Our
understanding of the attribute size may go even further. In fact, in
[2], we propose simple and widely-acceptable properties that im-
ply the ratio scale.

As a second example, consider the notion of distance between
two elements of a set S. According to the standard definition, dis-
tance is defined as a function:

d: S S R· fi +

(R+  is the set of nonnegative real numbers) that satisfies the fol-
lowing three axioms:
Axiom . x, y S (d(x, y) 0 (d(x, y) 0 x y))
Axiom . x, y S (d(x, y) d(y, x))
Axiom . x, y, z S (d(x, y) d(x, z) d(z, y))
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These axioms exclude

• nominal scales, since they contain the “≤” operator;
• ordinal scales, since they contain the “+” operator;
• interval scales, since Axiom 3’s truth value is not invariant

under the admissible transformation for interval scales, i.e.,
Axiom 3 does not imply the following formula (R is the set
of real numbers):

"�x, y, z ˛ S, "� a > 0, �" b ˛ R (a • d(x, y) + b

£ a • d(x, z) + b + a • d(z, y) + b)

Axiom 3’s truth value is invariant under the admissible trans-
formation for the ratio scale, i.e., Axiom 3 implies the following
formula

�" x, y, z ˛ S, "�a > 0 (a • d(x, y) £ a • d(x, z) + a • d(z, y)).

Therefore, Axiom 3 implies the ratio scale, and hence, according to
[3] the three axioms usually provided for distance are invalid. This
view of meaurement is so narrow and restrictive that it limits our
ability to define properties that adequately characterize attributes,
even for very well-understood attributes.

We therefore conclude that acceptance of the perspective pro-
posed in [3] has important consequences, including:

1) If we discard some properties, we may be discarding a good
deal of relevant information about the attribute. Therefore,
our modeling of the attribute will not be as accurate as it
could be.

2) If we discard some properties, we will have a less powerful
mechanism for checking whether a function that is pro-
posed as a measure for an attribute actually is a measure for
that attribute.

It is certainly not true that all attributes can be appropriately
defined by properties that imply the ratio, interval, or even ordinal
scale (e.g., the color of a physical object). However, as argued
above, this does not imply that we should forbid any attributes
from being defined by properties that do imply a particular meas-
urement scale or prevent some measurement scales.

Although some attributes used in software engineering (e.g.,
complexity, cohesion, coupling) are not as well-understood as
distance or size, it does not follow that we should prohibit the use
of properties that constrain the scale type of a measure. Indeed, an
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important purpose of using properties as a means of defining
measures is to help codify intuition and make underlying as-
sumptions explicit. In fact that is exactly why Euclid introduced
the axiomatic method for geometry more than 2,000 years ago.

3 WEYUKER’S PROPERTIES

Another point of this paper involves criticisms of the properties
Weyuker proposed in [4]. First, the authors repeat Zuse’s state-
ment [5] that Weyuker’s axioms are inconsistent from a Measure-
ment Theory point of view ([3] p. 932, last paragraph):

“Thus, while Zuse criticises Weyuker’s complexity measure
properties as contradictory because one (property 5) implies a
ratio scale and another (property 6) explicitly excludes a ratio
scale …”

They describe Weyuker’s properties as “disputed” and
“caution researchers to avoid justifying measures on the basis of
either disputed properties or …” As argued in [1], a careful read-
ing of Zuse’s book demonstrates that Zuse’s criticisms are un-
founded. Concisely, in [1] we show that Zuse’s criticisms only
prove that Weyuker’s properties are not compatible with the fact
that the underlying empirical system of a measure assumes an
extensive structure. However, the fact that the underlying empiri-
cal system of a measure assumes an extensive structure is a suffi-
cient condition to obtain a ratio scale measure, but is by no means
a necessary one. Although Zuse refers to Weyuker’s properties as
contradictory, they are not contradictory in the usual mathemati-
cal sense of being incapable of being satisfied at the same time.
Some of the properties do require the ratio scale, but there is
nothing inappropriate about this.

In addition to Zuse’s criticism, another erroneous criticism is
introduced in [3], p. 939.

“3) Each unit of an attribute contributing to a valid measure is
equivalent. This seems to be standard measurement practice.
Weyuker’s property 7 relates to this issue. She, in fact, asserts
the converse of this assumption by claiming that program com-
plexity should be responsive to the order of statements in a pro-
gram. It seems here that Weyuker is confusing the attributes
program correctness and/or psychological complexity with
structural complexity. It is unlikely that a random re-ordering of
program will be correct or understandable, but a re-ordering
would not necessarily be more structurally complex.”

Weyuker’s property 7 asserts that there exist two programs P
and Q, where Q is a re-ordering of P, such that the complexity of P
is different from the complexity of Q [4]. This property does not
assert that, by re-ordering a program, one obtains a new program
which would necessarily be more or less structurally complex than
the original one. Weyuker’s property 7 states that program com-
plexity may be responsive to the order of statements. It does not
contradict the statement made by Kitchenham, Pfleeger, and Fen-
ton:

“a re-ordering would not necessarily be more structurally
complex.”

Just as Zuse’s criticism in [5] with respect to Axioms 6, 7, and 9 was
caused by a misinterpretation or misrepresentation, Kitchenham,
Pfleeger, and Fenton have misinterpreted Weyuker’s axiom 7.
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