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INTRODUCTION

People in all walks of life are often faced with a decision or want information that
involves statistics. They may be considering moving to a location that would provide
better job prospects or want to understand the quality of health care in their region.
Perhaps they are considering getting an advanced degree in a scientific field and are
concerned about job prospects in universities. Finding information on these topics often
involves accessing statistics, frequently in the form of tables. Critical issues for these
people, and for the agencies that produce and disseminate such information, is whether
the users find tables that address their need(s) and having found them, whether the users
are able to understand and use the information contained in those tables. We are
interested in understanding what is possible with electronic tables and how people can
best use them to meet their needs. We are exploring this domain and developing
prototype interfaces that enable “the person on the street” to find and use statistical
information presented tabularly™.

In a world increasingly dominated by non-textual data and multi-media information
provided via the World Wide Web, addressing these challenges will be essential for
assuring that the progress made to date in access to textual information continues®.

(INSERT FIGURE 1 HERE)
INTEGRATION ISSUES AND APPROACHES

Our work has involved integration of an understanding of user behavior® with the
technical aspects of information provision and specification of a set of relationships
among these aspects that will drive our ongoing work. This approach addresses several
important issues currently dominating discussions within parts of the statistical
community. The first two of these reflect a concern with how statistical agencies can
serve an increasingly diverse and oftentimes, non-knowledgeable set of users. Tools and

! Our work is funded by the National Science Foundation and by the Bureaus of Labor Statistics and the
Census.

2 Visualizations, such as maps, scattergrams, or network diagrams are also helpful for user understanding,
but are not the focus of this NSF-supported project.

® Findings In this area are not detailed here but are available In Hert and Marchionini (1997); Marchionini
(1998, 1999) and Hert (1998, 1999).



techniques that worked for experts who knew the data and how to access them are not
appropriate for less expert users. Novice users are less likely to understand particular
statistical agencies, surveys, data sets, concepts, variables, and associated terminology.

The first issue concerns the ways in which people not well-versed in the domain express
their information needs. Use of search engines (and the shift to natural language
processing search engines) requires a user to express his or her information need.
Research (Haas and Hert, 2000) demonstrates a limited overlap among terms an agency
might use to describe a concept and those used in search engines. The nature of the
mismatch includes terms not used at all by users (but important in agency language) and
vice versa, and mismatches in specificity. Long standing evidence in information science
also demonstrates that users are not able to express what it is they do not know. Getting
people to the right table or set of tables is thus a complex interpretation task, one that
Liddy, in the context of this project, is investigating. Liddy, drawing on her expertise in
natural language processing systems, is drawing on user information need expressions
(from email messages) to build a statistical sub-grammar. This grammar, used in
conjunction with other natural language processing tools, will enable mapping from
elements and relationships present in a user’s expression of an information need to a table
or tables that have potential to address that information need.

To better understand the dimensions of interest in typical queries, as well as the linguistic
regularities that can be captured in a statistical-query sublanguage grammar which, in
turn, will produce an internal query representation which maps the user’s query
dimensions into the tables’ metadata, the team conducted the following tasks:

- Analyzed 1,000 actual user queries gathered from logs of users’ seeking statistical
information

- Developed an ontology of query dimensions using a data-up analysis based on the
queries, and then extended the ontology where necessary with values from tables

- Produced a first draft of a statistical-query sublanguage grammar which will now be
validated on a set of new queries

The analysis of the email queries showed that these users typically are concerned with a
certain population, a quantification, a location, a time period, and a condition. The
sublanguage grammar recognizes these elements by utilizing various levels of Natural
Language Processing and maps them into the ontology we developed which captures the
who, what, where, and when of statistical information queries. Our work is now focused
on mapping the representation produced by the sublanguage grammar with the
identifying text found in tables (e.g. table name, row, column), as well as the metadata
accompanying the tables. Future work will focus on utilizing these capabilities in a
retrieval engine that will provide the answer to the user’s query, presented in such a way
that ‘every cell tells a story’ so that the user will understand the full meaning of the
specific statistical information they retrieve.



Along with terminological difficulties, our primary populations of interest have limited
knowledge of the nuances of the agencies and the information provided. For example,
many people are interested in the cost of living but probably are not aware that the
Consumer Price Index, while providing insight into the cost of living, is not a direct
correlate, nor are they likely to know which items are in the “market basket” and how
those items change in different geographic areas or over time. Given this lack of
knowledge, metadata and their representation become increasingly critical for providing
explanation and the context surrounding a number or a set of numbers. Metadata
initiatives within the statistical domain are in their and this project is serving to clarify
which components of metadata are relevant to user understanding, how they might be
conveyed, etc. Hert and Marchionini are taking the lead on this component of the
project. Using specific examples of tables provided by our agency partners®, the team is
identifying:

e (uestions or uncertainties users might have related to the tables (to date we have
worked with seniors and now are working with university students and faculty)

e answers to these questions (the metadata) and their location (e.g. in a web document,
paper document, in a human’s head)

o potentially relevant elements in the statistical metadata sets being developed by the
Document Definition Initiative (DDI; URL: http://www.icpsr.umich.edu/DDI ) and
by the International Standards Organization, ISO; ISO/IEC11179 with statistical
metadata extension)

The resultant knowledge of available metadata, their location, and how they correspond
to user inquiries is an important input into the design of interface tools discussed below.

Along with facilitating search tasks and table understanding, we are also concerned with
the potential of “information overload” as available information increases. As data
volumes grow, the potential increases for user frustration, wasted network capacity, and
increased server loads. We believe that effective overviews and previews of databases
and specific data sets can simultaneously improve the user experience and lighten system
loads. Well-designed search techniques and fill-in the-blank templates are sometimes
effective for knowledgeable users; menu selection and visual queries can be highly
effective for most users and many common tasks, thus one component of our project,
under the direction of Shneiderman, is investigating such tools for exploration.

Our query preview prototypes have been tested with users and refined to make them still
more effective. Instead of asking users to type in a date range, state name or variable
name only to find that no such data is available, users can see the distribution of data
visually with histograms, maps, or textual lists. For example in Figure 2, the Exploratory
Overview Panel enables users to make queries incrementally and visually by selecting
items from a set of bar charts. Users get continuous feedback on the data distribution and
result set size as they continue their selections, thereby avoiding wasted time on zero-hit

* The United States Bureaus of Labor Statistics, Census, and Justice Statistics, the National Center for
Health Statistics, the Energy Information Administration, the National Science Foundation Science, and the
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or mega-hit queries. We continue to refine our Java-based implementation to broaden its
applicability and functionality.
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Figure 2: The data distribution information is attached to the buckets of three attributes expanded in the
user view and multiple selections are made on these buckets

A third concern is with the representations of data that a user can access and/or create on
the fly. Tables are a ubiquitous representational format both for storage and presentation.
While there is a large literature on how to construct tables in paper formats, there is less
knowledge on how to represent tables in electronic format for searching, exploration,
browsing, and sharing, and how to link metadata to those tables. Producers of statistical
data are also concerned with appropriate usage of their data and would like to find
strategies to minimize incorrect comparisons, etc. We are taking advantage of recent

developments that use XML (the DDI) and international standardization efforts (ISO/IEC
11179) in these investigations.

People using E-tables should be able to leverage the dynamic capabilities of the computer
to display and manipulate data easily and according to their specific needs. Our
preliminary prototype supports many of the tasks we have identified in our user studies
while eliminating many of the limitations typically placed on web-based tables. (See
Figure 3). It provides in the WWW environment some of the features available in



spreadsheet and other local applications as well as some additional features that aid user
understanding for federal statistics. These features include:

e The column headings do not scroll off the screen.

e The columns can be dragged around and exchanged and width adjusted.

e To keep the leftmost column frozen even when scrolling right, a lock button is
provided

e Asimple zoom in and out is provided

e Definitions/metadata for headings and cells are provided in pop-ups (tool-tip) as
users mouse over headings or cells.

e The metadata for the overall table shows up in a window (lower right corner in
the figure). This window can be resized and may include hyperlinks to glossaries
or related tables.

e The rows/columns/cells can be selected for closer display, creating a subtable,
saving, printing, etc.

e Cells can contain multimedia objects as well as numeric values.

e The specific table is contextualized in a hierarchical list of related tables (shown
in the window upper right in the figure).

The prototype is implemented as a Java applet that reads XML files with the data and

renders the table according to client preferences (e.g., browser, display, etc.). We are

currently marking up the XML files manually in order to develop a project document

type definition (DTD) that will drive automatic markup from the underlying databases
containing the data.
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Figure 3: The Table Browser

INTEGRATION AND ONGOING WORK

This project integrates all these aspects related to finding and using statistical tables
together as represented in Figure 1. The three interfaces/system components are
represented as the three circular entities: the natural language processor with a statistical-
query sublanguage grammar to interpret user queries, the data set exploration tool that
enables users to understand data sets prior to downloading them, and the table browser
tool that is used to render tables retrieved via both tools. These three tools are embedded
in the larger knowledge of user information needs (reported in Hert and Marchionini,
1997), user query structure (developed in Hert and Marchionini and undergoing
expansion in this project), user interaction with the exploration and browsing tools (from
usability tests within this project), and knowledge of metadata and their utility to users
(outlined previously in this paper)

Our work for this year involves expanding the set of tables that our prototype interface
tools can process, ongoing work with users to test the interfaces, and the generalization of
our work so that it can support the rich range of tables that are produced (or could be
produced) by the statistical agencies.
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