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General Substitution Cipher

Def Gen Sub Cipher with perm $f$ on $\{0, \ldots, 25\}$.  
1. Encrypt via $x \rightarrow f(x)$.  
2. Decrypt via $x \rightarrow f^{-1}(x)$. 
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2. The **2-grams** of $T$ are just the contiguous pairs of letters in $T$, counting repeats. Also called **bigrams**.
3. The **3-grams** of $T$ you can guess. Also called **trigrams**.
4. One usually talks about the freq of $n$-grams.
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The following 2-grams occur 1 time: ev, ve, er, rn, no, ot, ti, ic, eh, ho, ow, ws, so, et, ti, im, es, sp, pe, eo, op, pl, le, eu, us, se, em, ma, at, th, hw, wo, ds, in, nc, co, rr, re, ec, ct, tl, ly.
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\( \sigma_{\text{init}} \) is perm that maps most freq to \( e \), etc. Uses 1-gram freq.

For \( r = 1 \) to \( R \) (\( R \) is small, about 5)

\[
\sigma_r \leftarrow \sigma_{\text{init}}
\]

For \( i = 1 \) to \( I \) (\( I \) is large, about 2000)

Pick \( j, k \in \{0, \ldots, 25\} \) at Random.

Let \( \sigma' \) be \( \sigma_r \) with \( j, k \) swapped

If \( f_{\sigma'(T)} \cdot f_E > f_{\sigma_r(T)} \cdot f_E \) then \( \sigma_r \leftarrow \sigma' \)

Candidates for \( \sigma \) are \( \sigma_1, \ldots, \sigma_R \)

Pick the \( \sigma_r \) with min \( \text{good}_r \) or have human look at all \( \sigma_r(T) \)
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We find the parameters for texts where we know the answers.
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In English: a normal computer that an ugrad can buy and use.

He ran the program to find parameters on 150 texts of size approx 10,000 characters:

For each text he generated 1 random perm (will rerun with more later).
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1-grams Nothing worked
2-grams Nothing worked

$\mathbf{i} = 2000$, $\mathbf{R} = 4$ worked. Took $\leq 2$ minutes to crack.

4-grams $\mathbf{i} = 2000$, $\mathbf{R} = 8$, Took around 6 minutes to crack.
Parameters for $n$-Grams

1-grams Nothing worked
2-grams Nothing worked
3-grams $I = 2000$, $R = 4$ worked. Took $\leq 2$ minutes to crack.
Parameters for $n$-Grams

- **1-grams** Nothing worked
- **2-grams** Nothing worked
- **3-grams** $I = 2000$, $R = 4$ worked. Took $\leq 2$ minutes to crack.
- **4-grams** $I = 2000$, $R = 8$, Took around 6 minutes to crack.