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1 General Overview

This is a really interesting chapter. The material is presented both well and
(mostly) consistently formatted, which makes it seem polished. My main overall
suggestion would be wherever possible, provide some intuition about how one
might actually devise the gadgets used in proofs. In many cases it appears that
they came out of nowhere, and while these lead to correct proofs, they are not
the most satisfying for a reader.

2 Section 3.1: Introduction

Good — no substantial comments. I like that you acknowledge up front that
PL-3SAT is not a natural problem, but provide motivation for looking at it. In
particular, T found the second argument interesting.

3 Section 3.2: Clique, Independent Set, and Ver-
tex Cover

I think the main proof of this section is presented very nicely, and the corre-
sponding image (Figure 3.1) is very helpful.
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4 Section 3.3: PL-3SAT

One quick bug I just noticed that I did not put in the bug report I sent is that
I think in the paragraph above Figure 3.2, the colors are backwards. It appears
there is a red edge between x and C if —x is in C.

I don’t know if this is possible, but I think it would be helpful to provide some
intuition for how one might arrive at a gadget like Figure 3.3. When reading
the proof, of Theorem 3.2.2., I get that one can verify the gadget works, but it
feels like it comes out of nowhere, which makes the proof seem less satisfying
than it possibly could be.

5 Section 3.4: Graph Coloring and Variants

I think the presentation of the gadget in proof of Theorem 3.4.1. is done much
better here than the presentation in previous section. It’s easy to follow. How-
ever, I strongly dislike the wall of images from pages 74 to top of 77; they disrupt
the flow of the chapter.

Two quick things / bugs that I didn’t notice on first pass concerning (1) on
page 77. I believe “Brook’s Theorem” should be “Brooks’ theorem”. Also, there
is a slight caveat from Brooks’ theorem that is left out. It states such graphs
are always 3-colorable unless they are a complete graph or an odd cycle. I'm
assuming one could check whether those two cases occur in polytime, but I think
this should be mentioned.

6 Sections 3.5/3.6: Vertex Cover and Variants/
Dominating Set

Good — no real comments. By this time in the chapter, these proofs start to
feel routine (I mean that in a good way).

7 Section 3.7: Planar Directed Hamiltonian Graphs

and Variants
I think the presentation of the proof sketch of Theorem 3.7.2. could definitely
be improved. In particular, I got thrown off by the introduction of “alternating-

wire gadgets” without sufficient explanation of what these are / where this term
is coming from. However, the corresponding figure was helpful.

8 Section 3.8: Shakashaka

I like the idea of putting a fun application here that pertains to PL-3SAT, but
as I mentioned in the bug report, there are missing figures (one seems to be
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in the next section?) and the proof seems incomplete, so I can’t really follow
what’s going on in this section. Also extremely minor, but (another thing I
forgot on bug report) missing a space after “Erik Demaine et. al” and before
the citation.

9 Section 3.9: Planar Rectilinear 3SAT and Pla-
nar Monotone Rectilinear 3SAT

Another thing I forgot to pick up in first pass through chapter: there are mul-
tiple occurrences of “Rectilinear” and of “Rectlinear” (no middle “i”), and this
problem occurs even in the section title. I'm assuming these should be one
consistent spelling.

In general, the presentation of this section is fine, but I don’t think this is
a terribly interesting or natural problem, and the chapter seems to have more
than enough examples / applications already. If you decide to keep it, I'm glad
you at least mention the application to METAFONT Labelling to show that
this problem is not completely out of nowhere.

10 Section 3.10: Planar 1-in-3SAT

Good — no real comments, although I supposed it’s worth saying the labels in the
corresponding figure (currently Figure 3.15) are a bit difficult to read without
zooming in.

11 Section 3.11 - 3.14

Good — no real comments. These sections read pretty routinely. Note the section
title of 3.13 is misspelled.

12 Section 3.15: Flattening Fixed-Angle Chains

This is an interesting “real-life” example that I like. Also change “NP-Hard” to
“NP-hard” in proof of Theorem 3.15.2. to stay consistent in presentation.

13 Important Related Problems

In the spirit of the chapter, here are some problems I found that use reductions
from planar 3SAT (or a close variant).

e Planar k-means is an important clustering problem. Formally, the ques-
tion is: Given a finite set S = {p1,p2,-.-,Pn} 0f points with rational
coordinates in R?, an integer k > 1, and a bound R € R which is a ra-
tional number, determine if there exists k centers {c1,...,ci} in R? such
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that Z{; (mimgjgk[d(pi, cj)}z) < R. Mahajan et al. [6] determined this
problem is NP-hard using a reduction from planar 3SAT.

e One problem in robotics planning is multi-robot path planning problems
on planar graphs. Essentially, given a planar graph, robots, and desti-
nations, find a set of paths along the graph such that no two paths lead
to a collision. A problem of interest, MTTPMPP, asks whether there is
a solution path set with a total arrival time no more than some integer.
Yu [10] showed this problem is NP-hard using a reduction from monotone
planar 3SAT.

e Another important robotics problem deals with designing a process to
bring together parts of a product into their final state. This problem moti-
vates the assembly partitioning problem: Given a set of parts in their final
placement in a product, partition them into two sets, such that they can
be moved sufficiently far away from each other without collisions. Agar-
wal et al. [1] showed that even with a simplified version, this problem is
NP-complete by a reduction from planar 3SAT.

e The following problem has connections to graphs with zero-sum flow.
Given a planar (3,4)-semiregular graph G, determine whether there ex-
ists a vector with entries belonging to {£1,£2} in the null space of the 0-1
incidence matriz of G. Using a reduction from a variant of Planar 1-in-3
SAT, Dehghan et al. [3] showed this problem to be NP-complete.

e The notion of a planar CNF can be extended to the notion of a strongly
planar CNF. We say a CNF is strongly planar if the corresponding graph
in the normal planar CNF case is still planar when adding edges between
any two literals x and —x of the same variable x. Like its non-strong
version, strongly planar 3SAT is NP-complete, as well as strongly planar
1-in-3SAT and strongly planar NAE 3SAT [9).

e The following is the tracking paths problem. Given a graph with a source
s and destination t, find the smallest subset of vertices whose intersection
with any s—t path results in a unique sequence. Eppstein et al. [4] proved
this problem is NP-complete even in the case of planar graphs using a
reduction from planar 3SAT.

o Alexander Pilz [7] investigated the complexity of a variant of planar 3-
SAT. He showed that if you assume the formula’s corresponding graph is
augmented by the edges of a Hamiltonian cycle that first passes through
all variables and then through all clauses in a way that the resulting graph
is still planar, determining the satisfiability of a 3-SAT formula remains
NP-complete.

e minSAT is the problem of finding the boolean assignments that satisfy
the minimum number of given disjunctive clauses. In the case of planar
min2SAT, Guibas et al. [5] proved the problem NP-hard using a reduction
from planar 3SAT.
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e In his thesis, Tippenhauer [8] discusses a myriad of variants of planar 3-
SAT. He covers the classic variants from the text, but extends into very
specific versions, such as when the number of variables are bounded and
the formulas are monotone.

e A lucky labeling of some graph G is a mapping { from G’s vertices to
the natural numbers such that for every two adjacent vertices u and v,
2wy EW) # 3, 1y Ew). Ahadi et al. [2] used a reduction from planar
3SAT to show it is NP-complete to determine whether the smallest range
such that a given planar 3-colorable graph has a lucky labeling is 2.
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