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1 Overview

In complexity theory, one often deals with large classes of time complexity, like
P, the set of all polynomial time functions. However, in some applications, one
may want to deal with more specific time complexity classes. In this section,
we present the 3SUM problem. This problem is known to be able to be solved
in quadratic time. It has been shown to be equivalent to a number of other
problems. None of these problems has a known solution in sub-quadratic time
(which we will define in this section). Therefore, we conjecture that 3SUM, and
therefore many other problems, can not be solved in sub-quadratic time. One
may then use this assumption to demonstrate the hardness of other problems
by reducing them to 3SUM.

2 3SUM

Definition 1 (3SUM) Given a set of n integers, do any three of the integers
sum to zero?

Clearly, this problem can be solved in O(n3) time by simply trying every
subset of three integers.

Theorem 1 (Theorem) 3SUM can be solved in O(n2 logn) time

Compute all sums of subsets of size two. Sort the set of integers in O(n logn)
time. Then for each pair sum, do binary search on the sorted list to find if there
is a third integer adding to zero.

Theorem 2 (Theorem) 3SUM can be solved in non-deterministic O(n2) time.
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Start by finding all of the pair sums as before. Then, for each pair sum,
negate the sum to get what the third number would have to be. Then, put all
of the pair sums in a hash table where the keys are based on that hypothetical
third number. Then, for each number in the set, check if it is in the hash table.
This on average takes O(n2) time, but hypothetically many numbers could end
up in one bucket, so the time could be worse.

Theorem 3 (Theorem) 3Sum can be solved in O(n2) time deterministically,

Sort the numbers in O(n logn) time. Then, for each number in the list,
make a new sorted copy without that number. Make a pointer to the top and
bottom of the list. While the current sum is too largs, move the top pointer
down. While the current sum is too small, move the bottom pointer up. When
the pointers collide, that means there is no triple summing to zero for that
given first number. To see that this finds the triple if it exists, suppose that the
number picked is one in the triple. Suppose that the bottom pointer has been
moved to another one of the numbers in the triple. Then, if the top pointer is
too high, it will be moved down until the triple is found. The top pointer can’t
be too low, because once it is at the correct number, the sum will always be too
low until the bottom pointer moves to the correct location.

3 Subquadratic Time

A natural question is if there is an algorithm that does better than quadratic
time. The answer depends on your definition of “better”. For example, Gron-

lund and Pettie found an algorithm that runs in O

(
n2

( log n
log log n

)
2
3

)
[?].

Definition 2 An algorithm runs in subquadratic time if there exists a number
ε such that it runs in O(n2−ε) time.

To date, there is no known algorithm for 3SUM which runs in subquadratic
time. Therefore, computer scientists conjecture that there does not exist an
algorithm for 3SUM in subquadratic time. Other results can then be based on
this conjecture.

Definition 3 Let A and B be decision problems. Then A ≤sq B means that

B subquadratic → A subquadratic

Furthermore, define A ≡sq B when A <sq B and B <sq A.

Definition 4 A problem A is 3SUM hard when A ≡sq 3SUM.
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4 Variants of 3SUM

In this section, we list several problems which are very similar to 3SUM, and
are known to be 3SUM hard.

The first is due to Patrascu [?].

Definition 5 (Convolution 3SUM) Given a set of n integers a1, ...an, are
there two number i < j ≤ n such that ai + aj = ai+j?

Clearly this can be solved in quadratic time, but Patrascu’s contribution was
to show that this is 3SUM hard.

The following definition has no particular name, but is interestsing in illus-
trating the hardness of 3SUM

Definition 6 (variant of 3SUM) Given a set of n integers between −n3 and
n3, do any three sum to zero?

This variant is also 3SUM hard.
The following is due to Gajentann and Overmars [?] and is also 3SUM hard.

Definition 7 (3SUM’) Given three sets of n integers A, B, and C, Is there
an a ∈ A, b ∈ B, and c ∈ C such that a+ b = c?

5 Computational Geometry Problems that are
3SUM hard

The following is due to Gajentaan and Overmars [?]

Definition 8 (GEOMBASE) Given n points in Z2 with y-coordinate in {0, 1, 2},
does there exist a non-horizontal line hitting 3 points of this set?

Theorem 4 GEOMBASE is 3SUM hard.

We will proceed by showing that 3SUM ′ ≤sq GEOMBASE.
Given an input A, B, C to 3SUM’, construct the following GEOMBASE

problem:

{(a, 0) : a ∈ A} ∪ {(b, 2) : b ∈ B} ∪ {(
c

2
, 1) : c ∈ C}

Clearly, a middle point lies on a line with a top and bottom point if its
x-coordinate is the average. c

2
is the average of a and b iff a+ b = c.

Theorem 5 3SUM’ ≤sq GEOMBASE

The following variant will also be useful:
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Theorem 6 (GEOMBASE’) Given n points in Z2 with y-coordinate in {0, 1, 2},
and ε, take the points as ε-long holes in the lines y = 0, y = 1, and y = 2.
Then, is there a non-horizontal line passing through the holes?

The following is due to Gajentaan and Overmars [?]

Definition 9 (COLLINEAR) Given n points in Z× Z, are any three of the
points collinear?

Theorem 7 COLLINEAR is 3SUM hard.

This time, we will proceed by showing that 3SUM ≤ sqCOLLINEAR.
Given an instance of 3SUM, which is a set of integers A, take the set {(x, x3) :

x ∈ A}. Algebra shows that three of these points are collinear if and only if their
sum is zero. Refer to a homework problem for more details.

Definition 10 (CONCURRENT) Given n lines, do any three of them in-
tersect in a point?

In geometry, there is a duality between points and lines. If all lines ax +
by + 1 = 0 are swapped for the point (a, b) and vice versa, then every point
intersecting with a line turns into a line intersecting the point. Therefore,

COLLINEAR ≤sq CONCURRENT

Definition 11 (SEP) Given n line segments in a plane, is there a line which
does not intersect any segment, and there is at least one segment on each side
of the line?

Theorem 8 GEOMBASE’ ≤sq SEP

Given a instance of GEOMBASE ′, which is a set of points A and a number
ε, we are left with three rows of line segments. The existence of a separator is
then equivalent to the existence of a line passing through three holes.

6 Strips

Definition 12 A strip is the region between two parallel lines.

The following is due to Gajentaan and Overmars [?]

Definition 13 (STRIPS) Given n strips and an axis-aligned rectangle, can a
union of the strips cover the rectangle? The strips have a fixed width, but can
be rotated and scaled.

Theorem 9 STRIPS is 3SUM hard.
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We will show that GEOMBASE’ ≤sq STRIPS.
Given an instance of GEOMBASE’, we have a set of vertical line segments.

Consider the point-line duality where the point (a, b) is mapped to the line
x = ay + b and vice verse. Then, parallel lines are mapped points with the
same a-coordinate. Therefore, the horizontal line segments from GEOMBASE’
correspond to strips. Each point in the rectangle corresponds to a non-horizontal
line. Therefore, there is a point in the rectangle uncovered by strips if and only
if there is a line passing through the GEOMBASE’ instance. Therefore, we can
use STRIPS to solve GEOMBASE’.

Definition 14 (Triangle Cover Triangle (TCT)) Given a set of n trian-
gles and a target triangle, can the set of triangles cover the target?

Theorem 10 Triangle Cover Triangle is 3SUM-hard.

We will proceed by showing that STRIPS ≤sq TCT.
Given an instance of STRIPS, we can triangulate the box and the portions

of the strips which are within some bound of the box. Then we have reduced
STRIPS to a number of TCT problems. Each thing only takes two triangles, so
this retains the complexity.

Definition 15 (Hole in Union (HIU)) Given a set of n triangles, is there
a closed region enclosed by the triangles?

Theorem 11 TCT ≤sq HIU

Take an instance of TCT. Add more triangles that cover area outside target
traingle, as well as edges of target. Then, there is a hole if and only if the
original triangles did not cover the target.

Definition 16 (Triangle Measure Problem (TM)) Given n triangles, what
is the area of their union?

Theorem 12 TM is 3SUM-hard

We proceed by showing that TCT ≤sq TM. Suppose that we have a TCT
instance. Then, add triangles to the outside so that we know that all space in a
large rectangular area around all of the traingles, but not including the target
interior, is filled. Then, the total area is equal to the area of that rectangle if
and only if the target is covered.

Definition 17 (Point Covering (PC)) Given a number k and n half planes,
is there any point covered by k of the half planes?

Note that if k ≤ n
2

, then the answer is always yes.

Theorem 13 PC is 3SUM-hard
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We proceed by reduction of PC to STRIPS. For each strip, make two half
planes which cover the complement of the strip. Then, each point either lies in
a strip, or lies in n half-planes. Next, make four half planes which cover the
inside of the rectangle from the STRIPS problem. Then, there is a point in the
rectangle not covered by a strip iff there is a point the is in n+ 4 half planes.

We proceed by showing that STRIPS ≤sq PC.
Given an instance of STRIPS, for each strip, take the two half-planes which

cover the outside of the strip. Then, any point which does not lie under any
strips lies in n half-planes. Add four more half-planes to outline the rectangle.
Then, if there is a point covered by exactly n+ 4 planes out of the 2n+ 4 total,
then it is in the rectangle.

7 Visibility Problems

Definition 18 (Visibility Between Segments (VBS)) Given n horizontal
line segments, as well as two more horizontal segments s1 and s2, is there a
segment connecting s1 and s2 which does not intersect any of the n horizontal
segments?

Theorem 14 VBS is 3SUM-hard.

We proceed by reduction of VBS to GEOMBASE’. GEOMBASE’ involves
horizontal segments and a question of if there is a line not intersecting them.
We can instead place s1 and s2 above and below all of the segments, and ask if
there is a segment between s1 and s2 not intersecting any other segments.

Definition 19 (Visible Triangle Problem (VT)) Given n horizontal trian-
gles in Z3, and a particular horizontal triangle T , and a point in Z3, is there
a line segment from the point to T that does not pass through any of the n
triangles? The triangles are solid.

Theorem 15 VT is 3SUM-hard

We proceed by reducing TCT to VT. Make the point very far above T , or
even at infinity, and the other triangles close to T . Then, the segment exists iff
the triangles do not cover T when projected onto its plane.

Definition 20 (Planar Motion Planning Problem (PMP)) Given n line
segments, each either horizontal or vertical, and two points thesource and
thegoal, can a line segment be translated and rotated to move from thesource
to thegoal without hitting any of the obstacles?

Theorem 16 PMP is 3SUM-hard

We proceed by reduction of GEOMBASE’ to PMP. Simply make the robot
a long segment, and it can pass through the GEOMBASE’ problem iff there is
a straight line through it.
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8 Fixed Angle Chains

The results in this section are due to Soss et al. [?].

Definition 21 A fixed angle chain is a chain of line segments such that the
angle between adjacent line segments is fixed, but can be flipped one direction or
the other.

Definition 22 (Fixed Angle Chain Problem (FAC)) Given a fixed angle
chain, can any angle be flipped to cause a collision?

Theorem 17 FAC is 3SUM-hard

We proceed by reducing 3SUM’ to FAC. Suppose we have our instance of
3SUM’, which are sets A, B, and C. The question is if any triple from these
three sets adds in a certian way. Note that any linear scaling of A, B, and C
results in a similarly hard problem.

One can construct a fixed angle chain by first starting with two horizontal
segments one n/3 units apart vertically. Place some spikes in these correspond-
ing to the values in A and C. Then, connect them with a staircase, where the
horizontal positions of the stairs corresponds with B. Then, the only angles
which could be flipped to causes a collision are the verticals on the stairs. Then,
spikes intersect if and only if something in A, B, and C adds up in a certian
way.

9 Other Lower Bounds

There are some other lower bounds that have been derived from 3SUM hardness
[?].

Definition 23 (Problem statement:) Given a weighted graph of size n, is
there a traingle with weight n?

Theorem 18 There is an O(n3/2) algorithm

Theorem 19 If there is an O(n3/2 − ε) algorith, then there is a subquadratic
algorithm for 3SUM.

Definition 24 (Problem statement:) Given a graph, are there n triangles?

Theorem 20 There is an n3/2 algorithm, but if there is an O(n4/3 − ε) algo-
rith, then there is a subquadratic algorithm for 3SUM.
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10 dSUM

There is a natural generalization of 3SUM:

Definition 25 (dSUM) Given a set of n integers, do any d of them add to
0?

The following is due to Patrascu and Williams [?]:

Theorem 21 Let d < n.99. If dSUM with numbers of O(d logn) bits can be
solved in no(d) time, then 3SAT can be solved in 2o(n) time.

This strongly suggests the hardness of dSUM.

11 Extra Related Problems

Barequet and Har-Peled [?] proved the 3-SUM hardness of some problems in
computational geometry. They proved that each of the following problems is
3SUM-hard:

Definition 26 Let P and Q be any two simple polygons. Determine if P can be
translated to fit inside Q.

Definition 27 Let P and Q be convex polygons. Can P be translated and rotated
to fit inside Q

Definition 28 Let P and Q be convex polygons. Can P be rotated around a
given point to fit inside Q?

Definition 29 (Segments Containing Points (SCP)) Given a P ⊆ R and
a set Q of intervals of real numbers, is there a u ∈ R so that P + u ⊆ Q?

Also, Chan [?] got an algorithm for 3SUM in

O(
n2

log2(n)
(log logn)O(1))

Time
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