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Lower Bounds on Data Structures via the
3SUM Conjecture

Imagine that you want a data structure for (1) storing a graph with n vertices
and m edges, or (2) a collection of m set within a universe of n elements.
There are three issues:

How long will it take to to set up the data structure? This is called
preprocessing.

How much space will the data structure need?

How long will it take to update the data structure? There are many
update operations you might allow. For graphs vertex operations (add
or delete), or edge operations (add or delete). For sets adding an ele-
ment, deleting an element, adding a set, deleting a set, merging sets,
maintaining the min or max (if the elements are numbers); There are
other operations as well.

How long will it take to answer a query? There are many queries you
might be interested in. For graphs reachability, number of (strongly)
connected components, others. For sets membership is the the key one,
though there are others.

Assume that you want to make L queries where L is large. It may be
that some queries take a long time; however, while doing it you modify
the data structure a lot, so that later queries are much faster. We don’t
want to look at the worst case. We want to say that L queries took
a(n)L time. The function «(n) is the amortized query time). There
are many queries you might be interested in.

One can also look at amortized update time.

In the context of data structures, fast is polylog (or even O(1)) and slow

is n®.

Often there is a tradeoff.

Example 1 We look at three data structures for a set where (1) the allowed
updates are insert and delete, (2) the allowed query is just membership. As-
sume there are roughly n items and they are numbers. (It may get bigger or
smaller as elements are inserted and deleted.)
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1. Store the numbers in a sorted array. Any insert or delete takes O(n)
since you may have to move many elements. Queries are O(logm) time
by binary search.

2. Store the numbers in a linked list. Inserts takes O(1). Deletes may
depend on how you know what to delete. If you have to search for
it then this takes O(m). If you somehow have a pointer to the item
you want to delete then O(1). Queries take O(n) since you may need
to traverse O(n) elements to get to the one you want. Worse—if the
element you want is not in the list it will take (M) steps.

3. Store the numbers in a binary tree. There are many ways to do this
which we do not get into. Updates take O(logm) and queries take
O(logn).

We list some of the known results. They all assume the 3SUM conjecture.

1. Patrascu [7] was the first person to use the 3SUM conjecture to get
lower bounds on dynamic data structures. We give one of his results:

Dynamic Reachability The problem is to find a data structure for
directed graphs that allows (1) updates: insertion and deletion of edges
(but not vertices), and (2) queries: given vertices u,v determines if
there is a directed path from u to v. There exists & > 0 such that,
for any data structure for this problem, either updates or queries take
Q(n?®). All of the later papers build on this paper.

2. Abboud and V. V. Williams [1] considered many problems where the
3SUM conjecture (or other assumptions) were used to get lower bounds
on data structures. We give two of the problems they considered which
have the same lower bound assuming the 3SUM conjecture.

st-Reachability The problem is to find a data structure for a directed
graphs and two nodes s, t that allows (1) updates: insertion and dele-
tion of edges (but not vertices), and (2) queries: is there a directed
path from s to t?

Bipartite Perfect Matching The problem is to find a data structure
for an undirected bipartite graphs that allows (1) updates: insertion
and deletion of edges (but not vertices), and (2) queries: is there a
perfect matching?



For both problems the following holds: For all & there is no data struc-
ture that does updates in O(m®*) and queries in O(m?%3~%).

3. Kopelowitz et al. [5] considered many problems. We consider one of

them.

The Static Set Disjointness Problem. The Universe U has n
elements. (1) store subsets of U statically so there are no updates, (2)
queries: given two sets, are they disjoint?

They show that if query time is O(1) then preprocessing must take
Q(nZ—o(l))’
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