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Ellul, Krawetz, Shallit and Wang prove an exponential lower bound on the size of any
context-free grammar generating the language of all permutations over some alphabet. We
generalize their method and obtain exponential lower bounds for many other languages,
among them the set of all squares of given length, and the set of all words containing each
symbol at most twice.
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1. Introduction

How efficiently can we represent a given set of strings
using a context-free grammar? We show that for many
simple languages, any context-free grammar must have
size Ω(cn) for some constant c, where n is some natu-
ral parameter (the size of the alphabet or the size of the
words in question). Examples are the set of all permuta-
tions over some alphabet of size n, the set of all squares
w2 of size 2n over some fixed alphabet, and the set of all
words over an alphabet of size n containing each symbol
exactly (or at most) k times.

Our method generalizes the method used by Ellul,
Krawetz, Shallit and Wang [1] to prove an exponential
lower bound on the size of context-free grammars gen-
erating the set of all permutations over a finite alphabet.

A similar question has been considered by Charikar et
al. [2] and Arpe and Reischuk [3], who show that it is hard
to approximate the size of the smallest grammar generat-
ing a given word.

Asveld presents several grammars for generating the set
of all permutations over some alphabet [4,5], as well as the
set of all cyclic shifts of some given word [6,7].
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2. Definitions

The cardinality of a set S will be denoted by #S .
The set of natural numbers including zero will be de-

noted by N.
The set of all permutations over a set A will be denoted

by S(A).
We will use At to denote some fixed alphabet of cardi-

nality t . A word over At is a (possibly empty) sequence of
symbols from At . The length of a word w , denoted by |w|,
is the number of symbols in w .

A word x is a (consecutive) subword of w , denoted by
x � w , if w = lxr for some (possibly empty) words l, r.

For a language L, denote by sw(L) the set of all sub-
words of words in L, that is

sw(L) = {x: x � w for some w ∈ L}.
We shall use G = (N, T , P , S) for a context-free gram-

mar, where N is the set of non-terminals, T is the set of
terminals, P is the set of productions, and S is the start
symbol.

Following Kelemenová [8], we define the size of a pro-
duction A → α as |α| + 2. The size of a context-free gram-
mar G = (N, T , P , S), denoted by size(G), is the sum of the
sizes of all productions in P .

A context-free grammar G is said to be in Chomsky nor-
mal form if every production of G is of one of the forms
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A → BC, A → a, S → ε,

where A, B, C are non-terminals, a is a terminal, and S is
the start symbol.

The following theorem is well known.

Theorem 1. For every context-free grammar G there ex-
ists a context-free grammar in Chomsky normal form of size
O (size(G)2) generating the same language.

3. Method

Grammars in Chomsky normal form satisfy the follow-
ing well-known subword lemma, which is the key to our
method.

Lemma 2. Suppose the word w is generated by a context-free
grammar G in Chomsky normal form, and furthermore |w| � 2.
For each positive � � |w| there is a subword x of w of length
�/2 � |x| < � generated by a non-terminal of G.

Proof. Consider the derivation tree of w . For every node v
in the tree, denote by ‖v‖ the size of the subword of w
generated by v .

Define a sequence of nodes v1, v2, . . . , vk in the deriva-
tion tree inductively as follows. The first vertex v1 is the
root of the derivation tree. If vi is a node in the tree that
has one child (which must be a terminal), the sequence
terminates. If vi is a node that has two children, arrange
its children x, y so that ‖x‖ � ‖y‖, and let vi+1 = x.

Consider the first node vi such that ‖vi‖ < �; such
a node exists since ‖vk‖ = 1. Since ‖v1‖ � �, necessarily
i > 1, and so ‖vi−1‖ � �. Our rule for choosing vi implies
that ‖vi‖ � ‖vi−1‖/2 � �/2. �

Our method makes use of a complexity measure M de-
fined as follows.

Definition 3. Let L be a context-free language, � � 2 an
integer, and W a subset of L, all of whose words are of
length at least �.

Define a language X as follows:

X = {
x: �/2 � |x| < �

} ∩ sw(W ).

Define a reflexive, symmetric relation ∼ on X by letting
x ∼ y if there exist words α,β,γ , δ such that

αxβ,γ yδ ∈ W , αyβ,γ xδ ∈ L.

A subset C ⊂ X is a clique if x ∼ y for all x, y ∈ C .
For any subset C ⊂ X , define its complexity M(C) by

M(C) = #{w ∈ W : x � w for some x ∈ C}.
In words, M(C) is the number of words in W that have
some subword in C .

Finally, define M(L, �, W ) as the maximum of M(C)

over all cliques C .

In all the applications below, ∼ will be an equivalence
relation, and so instead of cliques we can consider equiva-
lence classes in Definition 3.
Lemma 4. Let L be a context-free language, � � 2 an integer,
and W a subset of L, all of whose words are of length at least �.

If the relation ∼ defined in Definition 3 is an equivalence re-
lation, then M(L, �, W ) is equal to the maximum of M(C) over
all equivalence classes C .

Proof. If ∼ is an equivalence relation then any clique is a
subset of some equivalence class. The lemma follows from
the monotonicity of M(C). �

In most applications we will have W = L. In that case
we can simplify the definition of the relation ∼.

Lemma 5. Let � � 2 be an integer, and L be a context-free lan-
guage consisting of words of length at least �.

Let X be the set in Definition 3, where we set W = L. Define
a reflexive, symmetric relation ≈ on X by letting x ≈ y if there
exist words α,β such that

αxβ,αyβ ∈ L.

The relation ≈ coincides with the relation ∼ defined in Def-
inition 3.

Proof. Let x, y ∈ X . If x ∼ y then there exist words α,β

such that αxβ ∈ W = L and αyβ ∈ L. Thus x ≈ y.
Conversely, if x ≈ y then there exist words α,β such

that αxβ,αyβ ∈ L. Letting γ = α and δ = β , we see that
also x ∼ y. �

Our method is summarized by the following proposi-
tion.

Proposition 6. Let L be a context-free language, � � 2 an in-
teger, and W a subset of L, all of whose words are of length at
least �.

Let M = M(L, �, W ) be the parameter defined in Defini-
tion 3. Every context-free grammar for L has size

Ω

(√
#W

M

)
.

Proof. We show that every context-free grammar G in
Chomsky normal form which generates L contains at least
#W /M non-terminals. The proposition follows from Theo-
rem 1.

Let G be a context-free grammar G in Chomsky normal
form which generates L. Using Lemma 2, we can associate
with each w ∈ W a subword x(w) ∈ X generated by some
non-terminal N(w). For a non-terminal A, let

N−1(A) = {
w ∈ W : N(w) = A

}
.

Suppose that w1, w2 ∈ N−1(A). Write w1 = αx(w1)β ,
w2 = γ x(w2)δ. Note that A generates both x(w1) and
x(w2), and so αx(w2)β,γ x(w1)δ ∈ L. In other words,
w1 ∼ w2. We conclude that N−1(A) is a clique. By the
definition of M ,

#N−1(A) � M
(
N−1(A)

)
� M.
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Since the sets N−1(A) form a partition of W into parts of
cardinality at most M , we deduce that G must contain at
least #W /M non-terminals. �
4. Applications

We now present several applications of Proposition 6.
The first application concerns the language of all squares
of words of a given length.

Theorem 7. Let t � 2 be an integer and L = {w2: w ∈ A
n
t }.

Every context-free grammar for L has size

Ω

(
tn/4

√
2n

)
.

Proof. We use the following definition: the root of a word
w2 ∈ L is defined to be w .

Let W = L and � = n in Definition 3. Suppose x, y ∈ X
and αxβ,αyβ ∈ L. Since |x|, |y| � n, the root of a word
of the form αzβ ∈ L is recoverable from α and β , so that
x = y. Thus each clique consists of a single word.

We now estimate the number of words in L contain-
ing a given x ∈ X as a subword. There are fewer than 2n
possible starting locations for x. For each starting location,
x determines |x| � n/2 symbols of the root, and so there
are at most tn/2 possible roots. In total, at most M = 2ntn/2

words in L contain any given x ∈ X . Since #L = tn , we have
#L/M = tn/2/2n, and the theorem follows from Proposi-
tion 6. �

The next application generalizes Theorem 7 to the lan-
guage of all kth powers for k � 3. Moreover, we allow
an arbitrary permutation to be applied on each of the k
copies.

Theorem 8. Let t � 2, n � 2 and k � 3 be integers, and π1,

. . . ,πk ∈ S(An
t ) be permutations. Let L = {π1(w) · · ·πk(w):

w ∈ A
n
t }.

Every context-free grammar for L has size

Ω

(
tn/8

√
kn

)
.

Proof. We use the following definition: the root of a word
π1(w) · · ·πk(w) ∈ L is defined to be w .

Let W = L and � = n in Definition 3. Suppose x, y ∈ X
and αxβ,αyβ ∈ L. Since |x| � n, either α contains π1(w)

or β contains πk(w), where w is the root of αxβ (here
we use k � 3). Since the πi are permutations, we get that
αxβ and αyβ have the same root, and so x = y. Thus each
clique consists of a single word.

We now estimate the number of words in L containing
a given x ∈ X as a subword. There are fewer than kn start-
ing locations for x. For each starting location, x intersects
the location of some πi in at least |x|/2 � n/4 points. Thus
for each starting location, there are at most t3n/4 possible
roots. In total, at most M = knt3n/4 words in L contain any
given x ∈ X . Since #L = tn , we have #L/M = tn/4/kn, and
the theorem follows from Proposition 6. �
Note that the condition k � 3 in Theorem 8 is crucial: if
we take π1 as the identity and π2 as word reversal, there
is a grammar for {π1(w)π2(w): w ∈ A

n
t } of size O (nt).

The final application generalizes Theorem 30 in Ellul et
al. [1].

Theorem 9. Let t � 2, and Λ ⊂ N be an arbitrary subset differ-
ent from ∅, {0},N. Let L consist of all words over At in which
the number of occurrences of every symbol is in Λ.

If L is context-free then every context-free grammar for L has
size

Ω

(
(31/2/21/3)n

t3/4

)
.

Proof. It is easy to see that our assumptions on Λ im-
ply the existence of some non-zero k ∈ Λ such that either
k − 1 /∈ Λ or k + 1 /∈ Λ; denote the latter element k′ /∈ Λ.

Let W = {wk: w ∈ S(A)} and � = 2t/3 in Definition 3.
Note that #W = t!. We call w the root of wk ∈ W . Suppose
x, y ∈ X and

αxβ,γ yδ ∈ W , αyβ,γ xδ ∈ L. (1)

Since |x|, |y| � � � t , the words x and y contain each ele-
ment a ∈ At at most once. Denote by Na(z) the number of
occurrences of a ∈ At in a word z. The conditions (1) imply

Na(α) + Na(x) + Na(β) = k,

Na(γ ) + Na(y) + Na(δ) = k,

Na(α) + Na(y) + Na(β) �= k′,
Na(γ ) + Na(x) + Na(δ) �= k′.
These equations imply that |Na(x) − Na(y)| �= |k′ − k| = 1,
and since Na(x), Na(y) ∈ {0,1}, we see that Na(x) = Na(y).
Thus x ∼ y if and only if y is a permutation of x. We
deduce that ∼ is an equivalence relation, and that each
equivalence class consists of all permutations over some
subset B of At of cardinality t/3 � #B < 2t/3.

We proceed to estimate the number of words in W
containing a subword x which is a permutation of some
subset B . For each starting location, x determines #B sym-
bols of the root; the part of the root which is determined
depends only on the starting location of x modulo t , for
which there are t possibilities. Thus the number of words
in W containing a subword which is a permutation of B is
at most

M = t(#B)!(t − #B)!.
It is well known that the binomial coefficients

(t
b

)
increase

from b = 0 to b = �t/2
 and decrease from b = �t/2� to
b = t . Therefore (recalling #W = t!)
#W

M
= 1

t

(
t

#B

)
� 1

t

(
t

�t/3�
)

.

Finally, using Stirling’s approximation we can estimate

1

t

(
t

�t/3�
)

= Θ

(
(3/22/3)t

t3/2

)
.

The theorem now follows from Proposition 6. �
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When Λ = {1}, L is the set of all permutations over At ,
and we recover Theorem 30 from Ellul et al.

When Λ is either ∅ or {0}, there is a constant size
context-free grammar for L. When Λ = N, there is a
context-free grammar of linear size.

Note that the language L is not necessarily context-free.
Parikh’s theorem implies that L is context-free if and only
if Λ is eventually periodic, in which case it is in fact regu-
lar.
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