· Pessimistic about first report…wanted to patch it up in the second one.

· First paper was a lot of speculation…wanted to put more quantitative things in second paper.

· Base line/defaults:
· Window size should be 2K. 

· Infinite number of execution units.

· Loop unrolling might have made a difference.
· The change in parallelism by accounting for latency was not much.

· Cache misses were assumed not to be there
· Fully pipelined functional units

· If a branch is mispredicted, not accounted.
· Unlimited functional units may mask latencies.
· Large size of windows allowed scheduler to pick and fill latency.

· Order of importance: 

· branch prediction + speculative execution
 (31(2)
· alias analysis 

 (31(3)

· register renaming         (31(4)

· jump prediction
 (31(24)

· Limits to the study of the limits of ILP

· Only two  models for qualitative measurements
· Misprediction penalty not taken into account

· Assumed infinite functional units

· No cache misses

· Workload not representative.

· Issuing 64 instructions per clock cycle…far from practical.

· Ignored the impact of the OS/threads/context switching

· Compiler technology & Instruction Set Architecture not factored in
· Too optimistic:
· Launching 64 instructions per clock cycle
· Too conservative:
· Register renaming
· Branch prediction
· Limitations on what he could do with available computers in 1993. 

· Pessimism proven to be true (expecting people to get 100 way parallelism without rewriting their programs).

