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1. Abstract

Three different pronominal anaphora resolution techniguegxamined.
The first two techniques compare traditional salien@etapproaches
when different amounts of syntactic information areilalsée. The
Improvement in pronoun resolution precision is quantiuen a large
scale grammar is used to extract detailed syntactic infameather than
inferring this information robustly using pattern matchifige third
technique uses domain knowledge instead of syntactic iatimto resolve
pronouns. The domain knowledge required for this algorithnbean
automatically acquired from a database backend schemaeafagon of
the domain. Each of these three techniques is evalsefedately, and then
the domain-specific and non-domain-specific algorithmsanebined and
evaluated.
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2. Introduction

Anaphora, or the phenomenon of referring to some t@kireg a real world entity,
occurs at the discourse level of language processing.ny oaeses, if the same real
world entity is referred to multiple times in the disicse, the structure of the referring
expressions might differ from one another. For examiplthe following text:

(2a) I'd like to buy a Dell Inspiron 2600 laptop. But | ymlant the laptop if it comes
with 256MB of RAM.

A Dell Inspiron 2600 laptaghe laptop andit, all refer to the same real world entity.
However each of these three referring expressions tiéferent structures; the first is an
indefinite noun phrase, the second is a definite noun @haas the third is a pronoun.
But despite the different structures, at the level of thim, all three noun phrases
should be analyzed as equivalent.

Resolution of these anaphora can play an importabirparany natural language
processing techniques. For example, if a search algoistlile to recognize that there
are three instances (rather than one) in the abaveftBell Inspiron 2600 laptopthen it
can increment the term frequency of this phrase indh@gsponding document, and the
document would be more likely to be returned on searcmehi$ phrase. Likewise, if an
article is written about Bill Clinton but only uses ful name once at the beginning of
the article, and subsequently refers to him as “Mr.t@fht) “he”, “him”, or “the former
president”, the search algorithm could use these refesdndhe same entity to correctly
boost the term frequency Bill Clinton compared with the term frequency of other
people who may have been mentioned in the article.

Pronoun resolution is particularly important in machia@slation from languages such
as English that have gender unspecific pronouns (iikett languages such as French or
Spanish where pronouns have grammatical gender. The pramgirfirst be resolved to
the real world entity that it refers to, in ordernder the gender of the corresponding
translated pronoun.

A third example of anaphora resolution techniques being nseatural language
processing is in email response systems (this is thaidaamamined in this project) or
dialogue systems. In order for these systems to commeamied with the user, a full
semantic analysis must be performed on the user’s inguinesxample (a) above, the
system must resolve the pronatto theDell Inspiron 2600 laptofin order to check
whether this machine comes with the requisite 256 MBANRefore initiating a
purchase order. In a flight purchase system, for example

(2b) User:  I'd like to fly to Maastricht today
System: RyanAir Flight FR2292 leaves at 12:8thftondon Stansted.
User:  When does it arrive?



The system must resoleto RyanAir Flight FR2292n order to respond correctly to this
guestion.

Non-domain-specific approaches to anaphora resolutioaragstave been primarily
syntactically based (Hobbs, 1978; Brennan and Pollard, 1987inLapg Leass, 1994,
Kennedy and Boguraev, 1996; Siddharthan, 2003) where syntanstraints such as
person, number, and gender agreement on coreferenaef@meed, and then preferences
such as proximity and grammatical category (subjectsraferped over existential
emphasis which is preferred over direct objects, ete.used to choose between possible
antecedents for referring expressions. Despite tf@noe on syntactic details, the
method for acquiring this information varies between atlgors. Hobbs (1978) relies on
a full parse tree in order to resolve anaphora, LappihLeass (1994) rely on parsed text
from a fairly shallow, broad-coverage parser, while Kelynand Boguraev (1996) rely
only on a part-of-speech tagger enriched with estimdtgsaomatical function, and
Siddharthan (2003) is the most shallow of these exaraplgan guarantee an pronoun
resolution analysis for any input text by using pattern magcon chunked text to infer
grammatical function.

The advantage of using a robust technique in resolving anaghbi an analysis can

be generated without the computational cost of first lggegysing the text, a process that
would be impractical or impossible for some natural langypageessing techniques. In
addition, anaphora could be resolved even for thogersass for which no parses could
be generated. For instance, in the search example dibte/e, it would be impractical to
parse all of the text documents just for the purposeaking the term frequency values
more accurate. Further, errors are acceptable as ldhgyado not propagate too far. For
this task, a shallow anaphora resolution technique thest dot require the overhead of
parsing the text and can provide analyses for a higheemege of sentences is far more
desirable.

On the other hand, if a parser is used, the syntadtimmation is more reliable than the
information inferred from the shallower techniques,t$e assumed that the resolution
precision should be higher. However, Preiss (2002) andsPaied Briscoe (2003) show
that the improvements in pronoun resolution does ngtgagatly for different parsers
used to analyze the text as long as grammatical functiolll be extracted comparably
accurately, and Siddharthan (2003) showed that grammfitieztion can be estimated
with reasonable accuracy without even using a parseetNeless, for the email-
response and dialogue system examples listed abovep paise must be made on the
input text in order to generate a semantic represent@atssa for other modules in the
system), so deeper anaphora resolution techniques usiligparée can be used, even if
the improvements in resolution precision will be miaim

The following sections quantify the improvements in pramal anaphora resolution
precision that can be gained between a shallow, rosut®n technique (Siddharthan,
2003) and a deeper technique that provides detailed syntactimation about the input
text.



In addition, a domain-specific algorithm was coded thas keewledge about the types
of entities upon which the text (in this case e-mailart online technology retail
company inquiring about orders made) might focus in ordezsolve pronouns. The
domain knowledge required for this algorithm is acquired aatically from a database
backend so that this algorithm can be ported to other ler@spionse systems over a
different domain. This domain specific algorithm is eveddaboth independently and
together with the technique using domain-independent detgitegcsic information in
order to analyze the compatibility of domain specific amd-domain-specific
techniques.

Since the majority of work on anaphora resolutiggoethms has focused on pronoun
resolution (Jurafsky and Martin, 2000), evaluation of theala-specific and non-
domain-specific algorithms will only be on pronoun pregcisidhe following section will
examine previous pronominal anaphora resolution technigaesgh only syntactic
information and are thus domain independent. Section 4h&ili describe the grammar
used to parse the input text and the parser output repagsenanguage used for the
non-domain-specific algorithm implemented for this proj&ection 5 describes the e-
mail corpus against which the pronoun resolution algorithmgwzaluated. Section 6 will
then describe the baseline system (the robust pronowointies algorithm not requiring a
parser; Siddharthan, 2003) and Section 7 describes theiertensgade to this baseline
that use the detailed syntactic information produced bpdhger, and that also use
domain-knowledge. Section 8 describes how these algonitamesevaluated and Section
9 provides the results. Section 10 analyzes these rasdltSection 11 concludes.

3. Non-Domain Specific Pronominal Anaphora
Resolution Techniques

Pronoun resolution can be performed reasonably well ysstgyntactic knowledge
about the pronouns and antecedents alone; using no domaifelge or semantic
analysis. Pronouns and potential antecedents are chieckagreement constraints, and
then any remaining potential antecedents are ranked aag@rget of syntactic
preferences. These constraints and preferences arckhisiow, followed by a description
of three algorithms that implement some of thesetcainss and preferences. All
examples listed in this section are not taken fromabaisimilar to, sentences in the
corpus used for this project.

3.1 Agreement Constraints

One constraint that must hold when finding an anteceédeatpronoun is that the
pronoun and antecedent must match in person and numtier.pifonoun is third person
and singular, then it can only refer to antecedentsatieaalso third person and singular.
Take for example:

(3a) Id like to buy a laptop How much is #?
(3b) I™d like to buy a laptop Do you* have some in stock?



Example (3a) shows that the pronauhas two possible antecederntandlaptop. But
sinceit is third person singular ands first person, then the only possible antecedent for
it is laptop (which is also third person singular). Example (3b) shibhassince the
pronounyouis second person and the only possible antecedenisstug third person,
this pronoun can not be resolved to an antecedent fouhd text.

This number constraint can be problematic in some dasgdural pronouns. For
example:

(3c) I* bought a palm piltfor my new supervisér| hope theyll like it?
(3d) I* bought a palm pildtfor my football tearh | hope the¥/ Il like it?
(3e) I bought a palm pildtfor Johrf and Kinf. | hope the$ll like it?

In example (3c)theyis used as a gender neutral pronoun (which is grammatisahie
dialects of English) since the new supervisor’'s gendenksown. However, sinahey

is a plural pronoun ansupervisors singular, a hard number constraint will not allow

this coreference. Example (3d) shows a similar problemateference; in this catieey

is intended to be plural becausetball teamis a group noun. But since team is singular,
this coreference would also not be permitted. Finallgxample (3e)theyrefers to a
conjunction of entities. But sind®hnandKim are both singular, no antecedent in this
text can corefer with the plural pronotirey. For these reasons, the number constraint for
plural pronouns is often relaxed in pronoun resolutioorélyms.

Another constraint that must hold when finding an adeat for a pronoun is that the
pronoun and antecedent must match in gender and animagyoténtial antecedent is of
male gender, it is inappropriate to refer to this anteceaestite Further, it is
inappropriate to refer to an inanimate object as eltber she(rather:it). Take for
example:

(3f) 1 bought my wifé a laptop yesterday. SHedoesn’t want it

The pronour can be eliminated for the potential antecedent lisbt sheandit using

the person constraint listed above. Rife, laptop, she andit, are all third person

singular. Sincavife is animate and female, this cannot be a possible alsectr the
pronounit, and likewise fotaptopandshe Thus in each case the correct antecedent can
be found for each pronoun in this example.

3.2 Binding Constraints

An additional constraint on matching pronouns with poteatigécedents is that
generally a noun phrase cannot be the antecedent ohadflexive) pronoun if the
antecedent and pronoun are arguments of the same vesdxdrople,

(3g) *The heavy laptdpbroke it.



While it is unknown what the pronouinrefers to from just the context of this sentence, it
cannot refer tahe heavy laptopecause botit andlaptop are arguments to the same
verb the laptopis the subject and is the object of the verroke. If the two arguments

of the same verb are to corefer, a reflexive pronoust imel used, e.g.:

(3h) The heavy laptdpurned itseff on.

Sag and Wasow (1999) point out that this simple ruletisuificient to describe this
binding constraint completely. For example,

(3i) I think the laptop doesn't like rhe

(3j) The laptop's external monitor outweighs' it
(3k) Johrt moved the laptop near himself

(3) Johri moved the laptop near him

Example (3i) shows that the binding constraint doéshalnl for embedded verbsiecan
corefer withl, despite the pronounbeing the subject of the vettink, and the pronoun
meappearing inside the argument to this verb. Examples®)yvs that this constraint
only applies to the head noun of noun phrases. The pronoan corefer with the
antecedentaptop becauséaptopis not the head noun of the subject of the ertwveigh
(monitoris).

Examples (3k) and (3l) show that prepositional attachsname particularly problematic
to express within the binding constraint theory. Exampl¢ i€3&onsidered grammatical
if the sentence is analyzed so that the prepositjgmalsenear himselis an argument to
the verbmoved Whereas example (3l) can be considered grammdtited prepositional
phrase is considered an adjunct.

3.3 Antecedent Preferences

In many cases, the person, number, gender, animacy, radidgoconstraints are not
sufficient to filter a potential antecedent list doteril (or 0) possibilities. So a
mechanism for choosing between potential antecedentsbeusiplemented. There are
four preferences that are typically applied to anteceldgsatthat don’t require any
domain-specific or semantic knowledge (Jurafsky and Maz@i00). The first preference
is that antecedents that are close to the pronoug besolved are preferred to those
antecedents that are further away. For example:

(3m) My husbantiwants a desktop computer for his birthday. But my sinks |
should get a laptop. Heays that laptops are easier to carry to and from work.

After filtering the potential antecedent list for persoamber, gender, and animacy
constraints for the pronoute in the third sentence, the only possible antecedenthkifo
pronoun ardausbandandson Butsonis (correctly) preferred because it was used more
recently tharhusband



A second preference for potential antecedents is theenmuatical function. Antecedents
that were used inside noun phrases that served adhjeetsof a sentence are preferred
over antecedents that were used as direct objects wieighteferred over antecedents
that were used as indirect objects which are prefewedantecedents used in other
types of grammatical roles. For example:

(3n) The mouskethat came with my computedoesn’t work. It needs to be replaced.

In this example, the antecedembuses preferred t@womputerfor the pronourit because
mouseappears in the subject position of the sentence.

A third preference used to choose between potential antésadeepeated mention of
the same antecedent. If the same antecedent is ussfdrtto an entity multiple times,
it's more likely that a pronoun might be used to shotte referring expression. For
example:

(30) The computér bought came with a free keyboaahd mouse But | think the
mousé is not working properly, even though everything else workatgean you
replace it?

Sincemouseis mentioned twice (and no other potential antecedenérgioned more
than once), it is likely that the pronoun in the tlgeshtence refers tmouse

A final preference that can be applied to choose betpetmtial antecedents is that a
pronoun can often be used in parallel grammatical roilsits antecedent. For example:

(3p) The laptopl bought last week came with a 512MB of RANDoes the computér
currently advertised on your web$itmme with it as well?

Even thougliRAMis never the subject of any sentence, it's not meaticepeatedly, and
is not the most recent potential antecedent to theopraty it is preferred over the other
potential antecedents because it is used in parallethgthronoun.

3.4 Pronoun Resolution Algorithms

None of these listed constraints and preferences segoy domain knowledge, and thus
can apply to pronoun resolution in any domain. Threelgiegpversions of non-domain-
specific algorithms that use some or all of these caimss and preferences will be
briefly discussed: Hobbs, 1978; Brennan et al., 1987; and Lappiheass, 1994.

The Hobbs, 1978, algorithm works directly from a parse tréfgeoinput text, searching
this tree looking for potential noun phrase anteced@&hisrecency and grammatical role
preferences are implemented by the order in which the pass are searched. First the
current tree is searched, and then the trees forpeatious sentence in order of recency
starting with the most recent are searched. Eachstssarched from left to right, which
means that the subject NP will be encountered beforeitdet object NP, which will be



encountered before noun phrases in other syntactg irotgpical S— NP VP parse
trees. Number and gender constraints are then applieB tmtécedent proposals in the
order in order in which they are searched.

The Brennan et al., 1987 algorithm used centering theoryoimselbetween antecedents.
Utterances are ordered {W.1, Un+2 ...) and after each utterance, the center of that
utterance is determined using an ordered list of entitiegiomed in the previous
utterance (the order is by grammatical role), the cexftihe previous utterance, and the
proposed list of entities mentioned in the currentrattee after the pronouns have been
resolved. Pronouns are resolved so that the proposed distities mentioned in the
current utterance results in a center for the cunrgatance that results in no (or if this is
not possible then a smooth) shift from the centehefirevious utterance. Thus,
pronouns are resolved in this algorithm using only the graimahable of the entities
inside utterances and the order of these utterancekeSbdi Hobbs 1978 algorithm, it
accounts for the recency and grammatical role prefegericalso accounts for the
repeated mention preference because pronouns are aitdverkto the entity being
centered upon if that entity was centered upon in théqare utterance.

A third algorithm that used syntactic information aloneesolve pronouns is Lappin and
Leass, 1994. While Hobbs 1978 and Brennan et al. 1987 indireqtlgrmanted the
potential antecedent preferences, Lappin and Leass iraptetha point system that
directly indicated which antecedent a pronoun should lwdvexkto given the recency,
grammatical function, repeated mention, and paralleptesierences. The recency
preference was implemented by incrementing the poinegoorach entity by 100
points for each sentence that an entity was mentionéxit the point score for this entity
was divided in half with each new sentence betweenetieeral to the entity and the
pronoun. The grammatical function preference was impiged by incrementing the
point score for that entity depending on the grammatadalfor its referring expression.
Subjects received 80 points, existential emphasis receivedim8,mtirect objects
received 50 points and indirect objects received 40 pdiappin and Leass used
equivalence classes in order to implement the repeatetiomgreference. The number
of points given to an entity is set to be equal tohigbest value of any member of that
entity’s equivalence class (e.g. if an entity is nefdrto in both the subject and object of
the sentence, that entity gets the subject poinbifdat that sentence). Further if the
same entity is referred to in multiple sentences,ahigy’s point factor gets increased
for each sentence (scaled down for recency). Finadlgpin and Leass implement the
parallel grammatical role preference by incrementing thet fexctor for a pronoun-entity
pair by 35 points if their grammatical roles are idemtica

4. LinGO ERG and Minimal Recursion Semantics

The syntactic information needed for the non-domainipgronoun resolution was
derived for this project from output of text parsed usingLih&O English Resource
Grammar (Copestake and Flickinger, 2000). The English Res@mammar (ERG) is a
large, broad-coverage, freely available computational gramnof English. This grammar
is written in the typed feature structure formalisnth@ Head-Driven Phrase Structure
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Grammar (HPSG) framework. The HPSG framework idd&cedly lexical approach to
grammar formulation since the majority of the inforimatused to create a syntactic and
semantic analysis come from the lexical entries tleéras, and use very general rules to
combine these lexical entries to create a sentendgsan&o, for example, instead of
traditional context-free type rules that describe ddfifie: verb categories (e.g. VP V for
intransitive verbs, VR V NP for transitive verbs, and VR V NP NP or VP- V NP

PP for ditransitive verbs), the lexical entries spewaifiich arguments need to be located
in the sentence being analyzed. So transitive verbsfgpethe lexicon of an HPSG that
two arguments (its subject “specifier” and object “compinti) must be found in the
sentence, and general rules (the “head-compliment” lagad-specifier” rules) indicate
how the verb can be combined with its arguments to fohmglzer level phrase. By
specifying the grammar information in the lexical entaied allowing for more general
rules to describe the grammar, fewer rules are requireédn@ analysis derivation
process becomes more tractable.

Despite containing detailed information in the lexicaliest this information is only
syntacticin the ERG. For example, while the lexical entrytfoe verbdrink will specify
that a subject and perhaps a direct object for this vesb beulocated in the sentence, it
will not specify that the subject must be an animatiyethtat is capable of drinking, nor
that its direct object must be drinkable. Further (and itaoly for pronoun resolution),
only grammatical gender is indicated in lexical entri&swhile gender of the pronouns
his, he orhimwill all be indicated as masculine in the lexicon, geeder of nouns such
ashusbandbachelor orgroomwill be unspecified. This lack of word meaning
information in the lexicon (or technically, lack lekical semantignformation) is due to
the general purpose nature of the grammar. For exam@erdmmar might be used to
analyze a text describing life in a robot world, whehrisbandmight denote a role in a
robot marriage rather than convey any gender information

Instead of providindexical semantienformation, the ERG providescampositional
semantianalysis of textCompositional semantigs concerned with the way meaning is
constructedrom the lexical entries, rather than the meaning of thiedéentries
themselves. For example, the compositional semaritiopat text parsed using the ERG
is expressed in MRS (Minimal Recursion Semantics, Cagestt al. 1999) feature
structures. The assumption behind MRS is that the fundainenit of interest in the
semantic representation of a sentence can be expiasdedhentary predications (EPS)
where an EP consists of a single relation (genesalxeme) and its associated
arguments. These arguments consist of objects orsegrtnicted in the semantic
analysis of the sentence. Thus, the meaning of a senierepresented by the lexemes
and their argument structure. Further, the semanticsept&ion of the text is linked to
its syntax; the arguments to a verb lexeme can corrdgpahe subject and objects of
that verb.

MRS is a flat representation of the semantics. Relatcannot be embedded inside one

another directly in order to denote scope; instead ead¢ta&BR handle and these handles
are used as arguments of quantifiers to specify (or undé@gpempe. The MRS output

11



for an example sentence parsed using the LInGO ERG is gelew (see also Appendix
A):

[LTOP: h1 [ _speed_v_rel
INDEX: e2 [ EVENT LBL: h12
E.TENSE: PRESENT* CFROM: 3
E.ASPECT: NO_ASPECT* CTO: 4
E.MOOD: MODAL_SUBJ* ARGO: e13 [ EVENT
DIVISIBLE: BOOL ] E.TENSE: NO_TENSE
RELS: < E.ASPECT: NO_ASPECT*
[int_m_rel E.MOOD: INDICATIVE*
LBL: h1 DIVISIBLE: BOOL ]
CFROM: STRING ARG1: x8 ]
CTO: STRING [ _up_rel_ind
MARG: h3] LBL: h5
[ prpstn_m_rel CFROM: 4
LBL: h3 CTO: 5
CFROM: STRING ARGO: el4 [ EVENT
CTO: STRING E.TENSE: TENSE
MARG: h4 ] E.ASPECT: ASPECT
[ _could_rel E.MOOD: MOOD
LBL: h5 DIVISIBLE: BOOL ]
CFROM: 0 ARGL1: e2
CTO: 1 ARG2: x15 [ REF-IND
ARGO: e2 DIVISIBLE: +
ARG1: h6] PNG.GEN: NEUT*
[ pron_rel PNG.PN: 3SG*]]
LBL: h7 [ bare_div_q_rel
CFROM: 1 LBL: h16
CTO: 2 CFROM: STRING
ARGO: x8 [ FULL_REF-IND CTO: STRING
DIVISIBLE: - ARGO: x15
PNG.PN: 2PER RSTR: h17
PNG.GEN: REAL_GENDER BODY: h18]
PRONTYPE: STD_PRON]] [ _delivery_rel
[ pronoun_g_rel LBL: h19
LBL: h9 CFROM: 5
CFROM: STRING CTO: 6
CTO: STRING ARGO: x15
ARGO: x8 ARG1: v20 [ NON_EXPL
RSTR: h10 DIVISIBLE: BOOL]]>
BODY: h11] HCONS: < h4 QEQ h5
hé QEQ h12
h10 QEQ h7
h17 QEQ h19 >]
Figure 1: MRS for Could you please speed up delivery?

Figure 1 shows the MRS for the input sente@®uldyou please speed up deliveiihe
MRS output for a sentence has four features: LTOP, IKKDEELS, and HCONS. LTOP
contains the handle name of the outermost EP inetfiteisce. In the example in figure 1,
the outermost EP is the int_m_rel, indicating thatstietence is an interrogative, so the
value of LTOP is the handle hl. The INDEX feature stohe event variable describing
the “main” (or semantically prominent) event of thatsace. Following the INDEX
feature is the RELS list, or a list of all of the Edfations created during the semantic
analysis. Each of these relations contain a ha(udiger the LBL feature), a link to the
text token in the input string (the CFROM and CTO feauasd arguments to that
relation (the ARGO, ARG1, ... features). After this li§tds, the HCONS list specifies
how relation trees can be constructed from the hawdilesmponent relations.

For the purposes of pronoun resolution, the importantgddiRS representations are the

relations in the relation list that correspond to tekim the input text (especially the
pron_relrelation which correspond to pronouns), the object ((&idiables that

12



correspond to entities that are potential antecedamtisthe arguments to verb relations
that describe the grammatical role of these entifies. algorithms for doing this, along
with further example MRS representations will be pnése: in section 7.

5. The Corpus

The domain for this project is e-commerce, where queaes heen written in e-mail
form inquiring about or attempting to cancel orders madleeadnline electronics retail
websité. 1595 such e-mails had been acquired in a Wizard-of-Ozieex (for the
original intention of implanting an automatic e-ma$ponse system), and these e-mails
consist of the text corpus used for this project. Thasaiés were then parsed using the
LinGO ERG grammar, and for each e-mail, as soon astarse was reached that would
not parse, this sentence and the remaining sentendesennail were discarded. The
reason for this is that the pronoun resolution algoritimpemented (aside from the
baseline system) require, as input, parsed sentencesarfae in MRS (a reasonable
requirement since the sentences will have to be pars@dag for the other modules in
the e-mail response system). But if a sentence dogsans¢, no MRS can be produced
for that sentence. Even if there are parsable sergtefiss this sentence, the antecedents
that pronouns in future sentences might refer to coulddaged in the unparsed
sentence, so future sentences are also discarded. &£fonailhom the first sentence does
not parse are completely discarded.

The remaining data is split into two categories. E-ntads inquire about order status,
and e-mails that request that an order be canceledofherfcorpus (consisting of 886
e-mails) was used as training data and the latter (cmgsat 709 emails) as test data.
Since most e-mails were short and did not contain rpamyyouns, there were only 193
third person pronouns in the training data and 150 third persooyrsiin the test data
(only third person pronouns are resolved on this data satibe the first person
pronouns can be trivially resolved to the e-mail sendértlag second person pronouns
can be resolved to the company to whom the e-mails se®.

6. Baseline System

The baseline system used to resolve pronouns in this cagsuthe system implemented
in Siddharthan, 2003. The techniques used in this systerhaleveer than any of the
systems that have been thus far discussed, only negjtirat the input text be run
through a part-of-speech tagger and noun chucker. Grammal&slof noun phrases are
then inferred using an ordered sequence of simple pattechingtules. This sequence
of rules is given below (from Siddharthan, 2003):

1. Prep NP
2. Nﬁ“b’[ K_‘Verb]+,” | “Prep NP” ]* Verb
3. Verb NP

! This corpus was developed at YY Software and made availallipen Source as part of the LinGO
resources.
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4. Verb [NP]+ NP"

These patterns are sufficient for identifying the subjecinmphrase (rule 2) with 88%
precision, the direct object noun phrase (rule 3) with §886ision and indirect objects
(rule 4) with 26% precision. The precision for indirebjezts is low because oblique
noun phrases found using rule 1 are pooled with the nousgshfaund using rule 4 in
order to increase recall (to 89%) of indirect object nplarases. The distinction between
indirect objects and oblique noun phrases is irrelevard fappin and Leass type
pronoun resolution algorithm because both receive the saleace factor for
grammatical role. Siddharthan shows that the pregisemall, and F-measure of inferring
the grammatical function of noun phrases using this patbatching method is
comparable to the determination of grammatical funai&ing parsers. The advantage of
not using a parser is that this method can resolve prenor all sentences; not just for
those sentences that a parser is able to analyzes\rgomior the purposes of this
experiment, since the input text in an e-mail respaoiegseain will have to be parsed
anyway, this baseline algorithm will be run on the sanasa as for the extension
algorithms, which, as described above, consist of alligstimethe corpus up until the

first sentence that does not parse.

After inferring grammatical function of the noun phrasgiddharthan (2003)
implemented a Lappin and Leass type algorithm using the saleace factors as
Lappin and Leass, 1994. As in Lappin and Leass 1994, a psissible antecedents is
created and filtered for person, number, gender, and anifbepart-of-speech tagger
provides the person and number information about pronoungaential antecedents,
but provides no information about gender or animacy. Fore¢hson, Siddharthan infers
these features using a variety of techniques. The gendenemalcg of proper nouns can
sometimes be inferred by searching for keywords in the nbrase. For example, if the
noun phrase isirs. Bush then the gender of this entity, along with the gerdevery
entity in its equivalence class, can be inferred toflfernale gender and animate. For
common noun phrases, WordNet is used to check whetné&etd noun is a hypernym
of human animal ororganization In such a case, the noun phrase can be inferred to be
an animate object (otherwise it is left unspecified). M@t can sometimes provide
gender information as well. The baseline algorithm alsclkhfor keywords in
appositives and existential constructs that might indisdiether the corresponding noun
phrase is animate, and verbs for whom the subject reushimate (such asid

reported or stated also can help with the gender and animacy deduction.

The baseline algorithm thus is similar to Lappin and LeE884, except that it does not

require a parser, and uses WordNet and other techniques iofeelpgreement values
for the antecedent filter.

7. Extension Systems

Two separate extensions to the shallow baseline algow#ma implemented and
evaluated separately, and then evaluated when run in cdrohinBhe first extension
used the MRS representation of the parsed text (usingnBOLERG) to acquire
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detailed syntactic information. A Lappin and Leass (1994) &gerithm was then
implemented using this syntactic information. The se@wdnsion used domain
knowledge where noun phrase potential antecedents aieexbtutomatically from a
database backend and are used to increase pronoun reguiat@ion. Each of these
extensions will be discussed in turn.

;;» MRS for: | still haven't received my order.
[LTOP: h1
INDEX: e2 [ EVENT
DIVISIBLE: BOOL
E.TENSE: PRESENT*
E.ASPECT: PERF*
E.MOOD: INDICATIVE*]
RELS: <
[ prpstn_m_rel
LBL: h1
CFROM: STRING
CTO: STRING
MARG: h3 ]
[ pron_rel
LBL: h4
CFROM: 0
CTO: 1
ARGO: x5 [ FULL_REF-IND
DIVISIBLE: -
PNG.PN: 1SG
PNG.GEN: REAL_GENDER
PRONTYPE: STD_PRON]]
[ pronoun_g_rel
LBL: h6
CFROM: STRING
CTO: STRING
ARGO: x5
RSTR: h7
BODY: h8 ]
[ _still_rel
LBL: h9
CFROM: 1
CTO: 2
ARG1: e2]
[ neg_rel
LBL: h9
CFROM: STRING
CTO: STRING
ARG1: h10]
[ _receive_rel
LBL: h11
CFROM: 3
CTO: 4
ARGO: e2
ARG1: x5
ARG2: x12 [ REF-IND
DIVISIBLE: STRICT_BOOL
PNG.GEN: NEUT*
PNG.PN: 3SG*]]

[ def_explicit_g_rel
LBL: h13
CFROM: 4
CTO: 5
ARGO: x12
RSTR: h14
BODY: h15]
[ pro_poss_rel
LBL: h16
CFROM: STRING
CTO: STRING
ARGO: el8 [ EVENT
E.TENSE: NO_TENSE
E.ASPECT: ASPECT
E.MOOD: MOOD
DIVISIBLE: BOOL ]
ARG1: x17 [ FULL_REF-IND
PNG.PN: 1SG*
PNG.GEN: REAL_GENDER
PRONTYPE: STD_PRON
DIVISIBLE: -*]
ARG2: x12 |
[ pronoun_g_rel
LBL: h19
CFROM: STRING
CTO: STRING
ARGO: x17
RSTR: h20
BODY: h21]
[ pron_rel
LBL: h22
CFROM: STRING
CTO: STRING
ARGO: x17 |
[ _order_n_rel
LBL: h16
CFROM: 5
CTO: 6
ARGO: x12
ARG1: v23 [ NON_EXPL
DIVISIBLE: BOOL]]>
HCONS: < h3 QEQ h9
h7 QEQ h4
h10 QEQ h11l
h14 QEQ h16
h20 QEQ h22 >

Figure 2: MRS for: | still haven't received my order

7.1 Extension 1. Non-domain-specific algorithm

As described above, the Lappin and Leass (1994) algorithrivedgaronouns in two

steps. The first step was to create a discourse modtlining a list of potential noun
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phrase antecedents and an associated salience valaetigghease calculated from a list
of preferences derived from their grammatical functidre $econd step then filtered this
list of potential antecedents with respect to each proheing resolved using some
syntactic constraints (such as person, number, and gagssment) along with altering
the global salience score with additional scores speocifihat particular pronoun (if the
pronoun was used in parallel with the antecedent or wiapluaric). A similar algorithm
was implemented as an extension to the baseline &igpnvhere the grammatical
function information and person, number, and gender infeematere inferred from the
semantic analysis (in MRS) of the input text generatethéyarser. An explanation of
how this syntactic information is inferred is givertie following example, using figure
2, above.

Figure 2 shows the MRS typed feature structure outpuhéinput text: “I still haven’t
received my order. The first stage of the algorithm idiestall possible noun phrase
antecedents. These antecedents will typically hawbpactt variable associated with the
corresponding relation. This example has two pronouasdmy) and one noun phrase
(order) so there are three antecedents that need examinabgect variables will be of
type FULL_REF-IND or REF-IND, so in the figure abovarmbles x5, x12, and x17 are
all object variables (the convention is for thesealadde names to begin with the letter
‘X’). When a variable is first introduced, its typed featstructure is displayed, where
information about the object can be obtained. Fopthposes of pronoun resolution, the
key information that needs to be extracted from theabéifeature structure are the
values for the PNG.PN and PNG.GEN features. PNG.PNsyieformation about person
and number, while PNG.GEN yields information about thengnatical gender of this
object. For example, the variable x12 (which will |dierinferred to correspond to the
order noun phrase) has the PNG.PN feature type of 3SG* arflNfEeGEN type of
NEUT*2. Thus x12 corresponds to a neutral object that is thisbpeand singular.
These values will be stored and used later for the @nistvased part of the pronoun
resolution algorithm.

The next step of the algorithm is to associate thbfgets with a relation and then to
associate this relation with its corresponding tokethéninput text. Both of these steps
are non-trivial. Most relations in the MRS outputléve a list of arguments to the
relation (in the form of ARGO, ARG1, ... features) whaAfRRGO feature lists the variable
directly associated with that relation. Some ref&iwill have object variables as an
ARGO (eg. nouns, determiners, and quantifies), some wié baent variables (eg. verbs,
adjectives, and prepositions), and some will not be aldpécify an association with a
defined variable. What makes this task non-trivial is thatseme object variable might
serve as the ARGO for multiple relations. For insgarior definite noun phrases, the
object variable associated with the head noun will bésassociated with the determiner.
Likewise, for indefinite noun phrases, the object \@deavill also both be associated
with the head noun and the quantifier. To choose whiehioelto associate the object
with, the relation name is passed to a procedure thateseaihether the relation is likely
the main noun corresponding with the object. This procedksgs cues such as the part of

% The asterisks in these type names allow for furthettypes of these PN and GEN features, but for the
purposes of this algorithm the asterisks are ignored.
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speech tag in the relation name (some nouns will have aembedded in the relation
name such as _order_n_rel above, and quantifiers will hage ambedded in the
relation name) to drop quantifiers and use nouns. If thegpiure is unable to deduce
from just the relation name whether the relatiolikedy the head noun of the
corresponding object, the default return value is thatatpossible head noun relation;
and if (in the rare case) more than one relatidagged as a possible head noun relation
then the most recent tagged relation used is assumedtsdeiated with that object.

Once the object variable has been associated withteorein the MRS output structure,
this relation must still be associated with the cqoesling token in the input text. For
some pronoun resolution applications, this would not bessery. For instance, if the
purpose was a full semantic analysis of the textenctimtext of an email response
system, the object variables for pronouns would begedl¢o the object variables of
their antecedents, their types unified, and the anteceelatibn name would be
substituted for theron_relrelation. In contrast, for the search applicatigplained in

the introduction, setting the semantic equivalency efafitecedent and pronoun would
not be enough; the token in the corresponding input tast be found so that its term
frequency can be incremented. However, the traditioreahanism for evaluating the
success of the pronoun resolution is to mark the nours@lanatecedent in the input text
using some index value, and then to coindex any pronounsetaato the same referent
as this antecedent with the same index value. Thus teélpifact that the data used in
these experiments are obtained from an e-mail regpdomain, in order to evaluate the
success of the pronoun resolution algorithms (independeatty measuring the success
of the semantic representation of the input e-maith@uality of the response emails),
the input text token corresponding with the chosen adésteand pronoun relations must
be located and appropriately indexed.

To accomplish this task, the CFROM and CTO featureadf eelation are extracted,
which correspond to the input text token where the ogldiegins and ends respectively
(counting from 0). So in the example in figure 2, thetfaron_relrelation has a CFROM
of 0 and a CTO of 1, meaning that the first token of the itgpat(which isl)

corresponds with this relation. However, only five outhe eleven relations in figure 2
have defined values for the CFROM and CTO featureg¢gtehave the unspecified type
STRING, and in general there are usually more relationsttiene are input tokens. This
is often because multiple relations are needed torg@rally analyze one token (for
example, in figure 2 above, the relatia®$_explicit_q_relpro_poss_rel
pronoun_g_relandpron_relall are associated with the tokeny). To approximate a
solution to this problem, the relation-to-token algori@gsumes that if the CFROM and
CTO features are unspecified for a particular relatiogy are equivalent to the most
recent relation for whom these features are definbis. &sumption is quite frequently
not true because in many cases a relation that isiat=swb with a token appears in the
relation list before the element in the relati@t that contains the defined CFROM and
CTO features for that token. However, for the purpasdsding tokens associated with
relations that contaiabjectsas their ARGO, this assumption almost always hatiteast
for the parsed sentences of the training e-mail resptatsg and the correct token is
identified.
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At this point in the algorithm, those input text tokeng tt@arespond with object
variables in the semantic analysis (and these tokerssaumedly nouns located inside
noun phrases) have been identified and can be indexed apfelypiThe next step of the
algorithm is to calculate the salience of these objaside the discourse model
(similarly to Lappin and Leass, 1994) by identifying theimgnaatical function. This is
done by locating the relation that contains the maiteseee event as its ARGO. This
event is listed as the variable associated with tiEXI feature of the MRS output
(listed at the beginning; before the relation list)tHa example in figure 2, the main
event variable is e2, and the relation that contairesas ARGO is receive relln
general, the relations that contain events as tHe@®®@can correspond to a variety of
parts of speech (such as verbs, adjectives, or prepmitHowever, in most cases, only
relations corresponding to verbs or prepositions vallehother arguments in addition to
ARGO. A procedure checks relation names with list eh@s corresponding to
prepositions in order to filter out these prepositi®asthat if a relation contains the main
event as its ARGO, contains other arguments in addidXRGO, and is not listed as a
prepositional relation, it can be assumed that thiseisridex verb of the sentence. The
relation_receive_rein figure 2 fulfills all of these requirements and is dextlito be the
index verb of the sententstill haven't received my order

Once the index verb of the sentence has been thdatding the subject and objects of
the sentence is straightforward. In the MRS reprasent of the semantic analysis of the
sentence, the ARGL1 of verb relations correspond teubgect of those verbs, and
subsequent arguments correspond to objects (ARG2 is theahject and ARG3 is the
indirect object if they exist). If these arguments haseheir values object (“x”) variables
that have been analyzed and extracted, these objedblgarae given appropriate
salience factors in the discourse model. These sali@ators are similar to the Lappin
and Leass factors, but their magnitudes are generalljesn%ubjects are given a factor
of 40, direct objects (and also existential emphasis bgdhee of their being interpreted
as the direct object of thecop_id_relto berelation) are given a factor of 20, indirect
objects (and objects embedded inside a prepositional compléesrtae verf) are given

a factor of 10 and all other objects are given a factér dhese weights are summarized
in figure 3. So for the example in figure 2, since x5 ati@lare the ARG1 and ARG2 of
the index verb receive_relthey receive saliency factors of 40 and 20 respectively.

Figure 3: Discourse Model Weights According to Grammatical Function
Grammatical Function Weight
Subject 40
Direct Object (or existential emphasis) 20
Indirect Object (or obligue compliment) 10
Other 5

® Prepositional relations will have, as their ARGO, shene event as the verb for which it serves as a
compliment (if such a verb exists). The object embeddddeise prepositional phrases can be found in the
ARG2 of these propositions. Thus, if the preposition dostthe index event as its ARGO, its ARG2 will
receive a salience factor of 10. Otherwise, its ARGj2ct will receive a salience factor of 5.

18



Conjunctive sentences complicate this process betlaegelon’t have a true index verb,
and thus don’t have a subject, object, etc. for theeestintence. This would lead to the
undesirable effect of having every entity in a conjuncsismstence given a salience factor
of 5 (according to figure 3) because an index verb is negetsskcate subject and
object emphasis which would lead to increased saliencessodppendix A shows the
MRS output for a sample conjunctive sentenddiefirst one arrived yesterday, but I'm
still waiting for the second ofieThese types of sentences are treated as two separat
sentences where the left-side of the conjunct haaia @vent and the right-side has a
main event. These events are identified using the follpwalgorithm. The INDEX
feature for conjunctive sentences will be of type CONEMRT. This index variable is
then searched for as the C-ARG of the relation spoeding to the conjunction. In the
example in Appendix A, this relation idut_rel The handle variable value for the L-
HNDL and R-HNDL features are extracted. If these l@ndriables appear as the LBL
value for a verb relation, then this verb is assurodaktthe index verb of that side of the
conjunction and the corresponding ARGO of that relasassumed to be the index
event. If these handle variables appear as the LBleviar a propositionpfpstn_m_ré,
then the MARG feature of this proposition is extraciedich will be a handle variable),
and this variable is looked up in the HCONS list. The \weisvill appear on the left
hand side of a QEQ (equality modulo quantifier) constrdinhe right hand side of this
QEQ will also be a handle variable, and if a verhtieh contains this handle variable as
its LBL, then this verb is assumed to be the INDEXbwend its ARGO the index event.
So, for the example in Appendix A, the L-HNDL for tbenjunction relation but_relis

h3. The relation that has h3 as its LBL grpstn_m_relwith an MARG of h4. The
HCONS list shows h4 QEQ h11l and h11 is the LBL for theivaarrel relation (along
with the _unspec_loc_rel relation, but _arrive_rel isviéid). Thus _arrive_rel is the
index verb, and the salience factors for its objectraegus (in this case it only has one
argument, ARGL - its subject) are updated. In this cassati@nce factor of X7 (which
had previously been inferred to correspond to the takea:is increased by a value of
40. Likewise, the R-HNDL for _but_rel is h19 which is atstabel for a proposition, and
a similar chain of deduction leads the relation _wait_\arék inferred as the index verb
for the right side, and the salience factor of its stbp3, is incremented.

This algorithm to extract grammatical function of anegbjdoes not always succeed. For
example, the grammatical function of objects thateageiments to embedded verbs will
not be inferred. For a sentence suchtagk | ordered a laptopthe index verb ighink,
and its subject can be correctly inferred td.ddowever, the ARG2 for this verb is not a
noun phrase, but a propositidro(dered a laptopcontaining two objectd @nda

laptop). It is unclear what the grammatical function ofstéwo objects should be
(intuitively 1 should somehow outrarklaptopsince it is the subject of the embedded
proposition, but both should be outranked by the subjetteahtiex vertihink). Rather
than attempting to assign grammatical function to objecsuch an example, the
algorithm does not follow the chain of handle pointererabedded verbs unless the
pointer exists in the ARG1 slot of the verb (in whielse the next verb in the pointer
chain will server as the index verb). In these caaéshjects inside the embedded
preposition receive salience factors of 5.
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Thus the salience factors for the possible antecedgtts are calculated for the
discourse model. The differences between the discouwslel representation used for
this algorithm and the discourse model used in Lappin aads_algorithm should be
discussed. The primary difference is that the modeal taxethis algorithm does not use
equivalence classes to store previously resolved pronoting same place in the model
as their antecedents. Lappin and Leass use equivalasse£kls a means of giving
preference to those entities that have been menti@pedtedly in the discourse. The
salience factor of that entity is set to be equalhéhighest value of any member of that
entity’s equivalence class (e.g. if an entity is nefdrto in both the subject and object of
the sentence, that entity gets the subject saliexatgif for that sentence). Further if the
same entity is referred to in multiple sentences,dhigy’'s salience factor gets increased
for each sentence (scaled down for recency). Howéwethis e-mail query domain, the
discourse rarely reaches more than two or threesess so it is unusual for the same
entity to be referred to more than twice. So instdatimg equivalence classes as a
means of giving preference to those entities that hase tmentioned repeatedly, the
algorithm uses a cruder method: it assigns pronouns a luglency factor
(incrementing its value by 15) in the discourse model sangenoun will be at least the
second reference to its referent (except in the @se that the pronoun is cataphoric).
Thus if there is a third pronominal reference to the safezent, the algorithm will be
more likely to resolve this pronoun to have the samecaxdient as the preceding
pronoun.

Another difference between the discourse model usethifoalgorithm and the Lappin
and Leass discourse model is that Lappin and Leaspgference to head nouns as
antecedents by directly incrementing head nouns by a caliaator of 80. The MRS
based algorithm performs the same task, but less dir&ttiéyobject arguments of verbs
will always correspond to the head object of the noungghaagument (assuming a
correct parse) in the MRS representation. So if arcolgenot a head noun, it can not
receive additional salience weights for its gramnadfignction, so its maximum salience
factor will be 5.

Once the discourse model has been updated for an inpuétéehse, pronouns can be
resolved. Since all first person pronouns can be tiyviabolved to the e-mail sender in
this domain, only third person pronouns are resolved. Faxdeple in figure 2, none
of the three objects were third person pronouns (there twe first person pronouns and
the third object was a normal noun). So after analyzirsggsgmtence, this discourse
model contains three variables: x5 (which has been makedrresponding to the
token:l) with a salience factor of 40, x12 (which has been markesaesponding to
the tokenorder) with a salience factor of 20, and x17 (which has beahkedaas
corresponding to the tokemy) with a salience factor of 5. The next input senteace
then read in and analyzed. This sentence can be fouigiie #, below.
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i MRS for: It is a brand new cordless phone. [_a_q_rel
[LTOP: h1 LBL: h11
INDEX: e2 [ EVENT CFROM: 2
DIVISIBLE: BOOL CTO: 3
E.TENSE: PRESENT* ARGO: x10
E.ASPECT: NONPRG+NONPRF RSTR: h13
E.MOOD: INDICATIVE*] BODY: h12]
RELS: < [ _brand_new_rel
[ prpstn_m_rel LBL: h14
LBL: h1 CFROM: 3
CFROM: STRING CTO: 5
CTO: STRING ARGO: el5 [ EVENT
MARG: h3] E.TENSE: TENSE
[ pron_rel E.ASPECT: ASPECT
LBL: h4 E.MOOD: MOOD
CFROM: 0 DIVISIBLE: BOOL ]
CTO: 1 ARG1: x10]
ARGO: x5 [ FULL_REF-IND [ _cordless_rel
DIVISIBLE: - LBL: h14
PNG.PN: 3SG CFROM: 5
PNG.GEN: NEUT* CTO: 6
PRONTYPE: STD_PRON]] ARGO: e15
[ pronoun_g_rel ARG1: x10]
LBL: h6é [ _phone_rel
CFROM: STRING LBL: h14
CTO: STRING CFROM: 6
ARGO: x5 CTO: 7
RSTR: h7 ARGO: x10] >
BODY: h8] HCONS: < h3 QEQ h9
[ _cop_id_rel h7 QEQ h4
LBL: h9 h13 QEQ h14 >]
CFROM: 1
CTO: 2
ARGO: e2
ARGL1: x5
ARG2: x10 [ FULL_REF-IND
PNG.GEN: REAL_GENDER
PNG.PN: 3SG*
DIVISIBLE: -*
PRONTYPE: REAL_PRON]]
Figure 4: MRS for: Itis a brand new cordless phone

Upon analyzing this sentence, the discourse modelisifidated. This sentence contains
two objects: x5 (corresponding to the tokkpand x10 (corresponding to the token:
phong. x5 is inferred to be the subject of this sentence aselves a saliency factor of
40. x10 is the direct object and receives a saliencyrfa¢t20. After updating the
discourse model, pronouns can be resolved. This serttasame pronoun: the x5 object.
Since it is third person, an attempt will be made tolvest. Since the token
corresponding to this object occurs at the beginning oftngence (and cataphoric
pronouns are rare), the algorithm only looks to the pre\sentence for possible
antecedents. The previous sentence contains threesoéetthus three possibilities for
antecedents. The first step of the pronoun resolutgorithm is to check whether the
pronoun is pleonastic. The parser catches many capésoofstic pronouns and
indicates that a pronoun is pleonastic by not assignietaian ofpron_relto that
pronoun, nor associating the token corresponding to thegséo pronoun in the input
text with any relation in the semantic representatitmwever, in some cases the parser is
unable to decide whether a pronoun is pleonastic anghavile the pronoun to the
pron_relrelation. So to supplement the parser’s decision omp#&@ pronouns, a

simple pleonastic filter is used to approximate whe#hgronoun is pleonastic. This filter

21



checks the next few tokens, and will resolve the prosauthe following phrases to be
pleonasticit’s been it has beenit possible andit impossible If a pronoun is pleonastic,
the algorithm marks it as unresolvable, and does not atterfipd an antecedent for it.

If the pronoun is not determined to be pleonastic, thelu&on algorithm filters the list

of possible antecedents for person, number, and gendenzgre The PNG.PN and
PNG.GEN features, stored with the object variableuared with the PNG.PN and
PNG.GEN features of the pronoun being resolved. If wtiba is successful, then a new
salience factor is calculated for each antecedentthatlcurrent pronoun. This new
salience factor is equal to the old saliency factoiddiy by (2 * the number of sentences
between the current sentence and the sentence cogtthiei potential antecedent), unless
the potential antecedent and the pronoun objects appaayuasents for the same verb
(and the pronoun is not reflexive), in which case the seence factor is 0. This latter
constraint is a simple implementation of the bindingstraint explained in section 3.2.
For the example in figure 4, the possible list of ardeats for the x5 pronoun is filtered
down to only x12 (corresponding to therder_n_relrelation) because the other two
objects are of type 1SG and do not unify with the third pgpsonoun. The new salience
factor for this antecedent-pronoun match is equal todlense factor of 20 stored in the
discourse model, divided by 2, sincerder_n_reloccurs in the previous sentence. Thus
the index for the pronout in figure 4 will be correctly coindexed with the indiex the
antecedenbrder in figure 2.

This pronoun resolution algorithm thus acquires detailedastintinformation from the
semantic representation of the parsed input text. tiuaits for binding and the syntactic
constraints of person, number, and gender agreementthditeinformation is available
and then uses the recency, repeated mention, and graadratiction preferences to
choose between possible antecedents, similarly to happ Leass, 1994. This
algorithm does not use any domain knowledge, except in the waydthat the repeated
mention preference was implemented because of thenpisn of short input text.

7.2 Extension 2: Domain-specific algorithm

A separate domain-specific algorithm for pronoun resolutias also implemented. The
fundamental assumption behind the domain specific anapésoution algorithm is the
following: A person writing an email to a company askiogifformation about a
guestion assumes that the person responding to thd emai significantly smarter
than himself. So the only real difference betweerptrson asking the question and the
person responding to it is that the person respondiridhts) at his disposal, data in
some form that the writer does not have access tthéSemail writer is intuitively aware
that the person responding to the e-mail will usedata source to respond to this
guestion, and thus will naturally place the focus ofthestion on this data source.

However, an important part of a pronoun resolution algaris to locate the focus of the
sentence, since the pronouns usually refer to this fdelsenent (Brennan et. al. 1987).

Thus, because these emails tend to focus on someviatdéita source, the assumption is
that the pronouns used in these emails can often bleed<o some element from this
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data source. In the case where this data is organized da@tabase, this entity from the
data source can either be a word used in the schemgofmedr column names) or tuple
values contained within these tables.

Using this assumption, a domain-specific algorithm wagedehat can be easily ported
to different domains and different database schemadaosame domain (or at least is no
more difficult than porting the rest of the e-maspense system), as long as the domain
can be described using a backend database and the schénmdatabase is available.
The first step of the algorithm involves acquiring the diorkaowledge from the
database schema and tuples. It is assumed that trenseictine database that will be
used for responding to the emails has already beetifiddr{since this has to be done
anyway in an e-mail response system). For this dorttemassumed relevant section of
the (invented) corporate database schema can be fotigdrm5 below.

(Column names marked wi are keys

Relation: ORDER
order_id package_itlcustomer_itl

*package_id is a foreign key on the SHIPMENT relation
*customer_id is a foreign key on the CUSTOMER relation

Relation: PRODUCT
product_id product_category product_name num_in_stpck

Relation: ORDER PRODUCT
order_id product_id amount

*order_id is a foreign key on the ORDER relation
*product_id is a foreign key on the PRODUCT relation

Relation: SHIPMENT
package id ship_date exp_arrival_date

Figure 5: Relevant Database Schema for E-Mail Query Domain

This schema contains four relations, describing the ctsmtsimpment, and customer
information of online orders. Once the relevant seatibthe database has been
identified, words used in the schema, column, and tuple vafeesxtracted and
converted to MRS relation names for noun phrases.*eon@e, three out of the four
relation names in this database cross-section caesafatly be converted to noun
relation names: ORDER can be converted to _order_n RERICT to _product_rel,
and SHIPMENT to _shipment_rel. This mapping of a relationenan the schema to an
MRS relation would already have to be performed in tii@ementation of the rest of the
e-mail response system. For example, in order to geendgratext for the response to a
query about a tuple in the ORDER relation, the systemdvhave to be prepared to
generate the MRS relation corresponding to the ORDE#&bdse relation in order to
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describe the returned result. This same mapping can be ugbd faurposes of
generating potential antecedent MRS relations from ttebeae schema. A similar
mapping is made to convert the column names into MRfBiae$, and finally the unique
contents of those columns that contain STRING valirgglesword attributes (such as
product_category in figure 5) are also converted into MR$iorka

Using the assumed contents of the database alonghsigthema from figure 5, the
following MRS relations are extracted from this domain:

_order_n_rel
_shipment_rel - from database relation names
_product_rel

_laptop_rel

_computer_rel

_tv_rel

_camcorder_rel - from database contents
_phone_rel

_detector_rel

_camera_rel

_calculator_rel

Figure 6: Relations extracted from e-mail query

The pronoun resolution algorithm then uses object “x"aldés to create potential
antecedent lists as in the non-domain-specific algori#mu,associates these variables
with MRS relations as before. However, instead ofgisalience preferences to choose
between potential antecedents (after this list has titered for agreement constraints),
the algorithm checks the relations associated with eagable in the potential
antecedent list, and if the relation had been derive@d & relation name it receives a
score of 45 points; if it had been derived from a coluamenit receives a score of 40
points; and if it had been derived from the contentb@atabase it receives a score of
35 points. Otherwise it receives a score of 0 poifftese weights are summarized in
figure 7.

Figure 7: Domain-Specific Weights According to Location Within the
Database
Database Location Weight
Relation Name 45
Column Name 40
Taken From Database Contents 35
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If no element in the antecedent list receives anytpoihen the pronoun is marked as
unresolvable given the input text. Otherwise, the anaewith the highest score (where
the rare case of a tie is resolved by taking the neasint antecedent) is coindexed with
the pronoun. Clearly this algorithm relies heavily onfdw that the focus of an e-mail
guery in this domain will only be on the data source; puosawill only be resolved to an
antecedent found in the input text if one of the absted 12 relations are found in the
guery and are associated with an extracted object variable

8. Evaluation

In order to evaluate the pronoun resolution algorithmsyquos were marked by hand
and coindexed with their noun phrase antecedent (iegiséed; otherwise it was given
an index of -2) in the training and test corpus. Rather i@tk every noun phrase by
hand, the baseline algorithm was run or the corpuses sgetiminary marking of
noun phrases. Despite the mistaken marking of many naasgsh(since the baseline
algorithm did not use a parser) the noun phrase marksongraltered if they affected
the resolution of a pronoun. For example: one e-mahfthe training data began with
the sentence:

(8a) Phave ordered a digital camera last month

The baseline algorithm marked the noun phrases as ahowgectly marking the
temporal adjunclast monthas the direct object, and not marking the noun plaasel
camerawith an index. But since this e-mail contained nodtiperson pronouns, the
incorrect noun phrase marking was irrelevant and washastged for the marked data. If
a sentence contained a third person pronoun, this pronougiveasa noun phrase index,
and then was coindexed with its noun phrase antecedentaft’ character. For
example:

(8b) lPordered a digital cameran the webtwo weeks ago.
f have been waiting for’it' to arrive since then.

The pronount is given its own index (5) in case it will need toveeas the antecedent
for another pronoun, while at the same is coindexedtiwé&moun phraseigital camera

In the cases where there exists more than one pdagsitilan antecedent, both
possibilities are marked, for example:

(8c) The laptop!? ordered is mod@k 784503,
The order# is 43188,
Where is [t+*?

The pronount can potentially refer to tHaptopor theorder, so both possibilities are
marked.
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A major problem with evaluating the correct coindexingminouns with their
antecedents are that different algorithms will not intthexsame number of noun phrases
and often different words will be marked. For this reagas,not possible to directly
check the numerical values of the indices with thedhaarked indices to check for a
correct reference. Nor can one resolve the indexegatio their corresponding text tokens
in order to evaluate if a pronoun was correctly markedh&n algorithm would mark

the following example as correct:

(8d) My old laptofis broken.
Id like to buy a new laptdp
If P ordered it*® now, how long is shipping?

In this example, the antecedent for the pronbisithe noun phradaptop but the only
correct instance of this antecedent would be the nous@lmahe second sentence (not
thelaptopin the first sentence). But an evaluation algorithat #ssociated index
numbers with a token in the input text and then useddkentas the reference for the
pronoun (i.e. If{ ordered t*#*°Pnow, how long is shipping?) example (8d) would be
incorrectly scored as a correct reference. So insteae\valuation algorithm converts all
indices to token numbers and uses these token numberduateyaonoun references.
So for example, it would convert example (8d) to:

(8e) My old laptopis broken.
fd like to buy a new laptdp.
If *® ordered #**?now, how long is shipping?

The evaluation algorithm performs an identical conversio the reference text; where
the pronount is marked as 18#13 and will (correctly) mark this exampkmnascorrect
reference.

The problem with evaluating pronoun reference by conveatingdices to token
numbers is that all algorithms (that are being evatlaging the same reference
markings) have to tokenize the input text the same waythi®reason, an (almost)
identical tokenizer was used to parse and output the eewtfbr the extension
algorithms as were used by Siddharthan (2003) in the baskjorélan. However, this
did not solve the tokenization problem entirely as tK& Iparser that produced the MRS
representations for the extension algorithms tokenized tegttlifferently. For this
reason, a procedure was written that correlated the jha¢Ber tokens with the
Siddharthan (2003) tokens and could then convert the CFR@GNC&O values (which
describe LKB tokens) to the corresponding Siddharthan (20@8)s.

Once the output of the baseline and extension algoridinenable to be compared with
the reference output, two evaluation metrics are ntatterf from Siddharthan, 2003).
The differences between these two metrics occur @h@onoun is resolved to having
another pronoun as its antecedent. For example:
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(8f) 1 bought a laptobwith a free external keybodrdBut I think it**s broken because
1* can't turn it on.

In this example, the pronouty marked with index 3, is incorrectly resolved to reger

the same referent as the antece#tegboard This pronoun will be marked as incorrect.
However, the second instance of the pronoumarked with index 5, is correctly
coindexed with the first instance of the pronoun (inde»B8j} since the first pronoun was
incorrectly marked, the second pronoun can be perceivesl ¢orbectly or incorrectly
marked depending on whether or not the chain of referentesced all the way
backwards to the first instance of a non-pronominatyenthe Eval _Absolute metric
performs this trace of the chain of references to determihe absolute reference of the
pronoun is correct. The Eval_Salience metric does nédnpethis trace, and will mark
as correct pronouns that are correctly coindexed wiin pnonoun antecedents. So
Eval_Absolute would mark example (8f) as incorrect (fohkmbnouns) and
Eval_Salience would mark the second pronoun in the exaaspderrect. Siddharthan,
2003, uses Eval_Salience in the training phrase to deterh@nalue of the parameters
to the algorithm so that those errors that propagategai@y do not receive preferential
treatment for being fixed. However, in the end, Eval dMlie is the metric of the true
success of pronoun resolution.

9. Results

Figure 8 shows both the Eval_Salience and Eval Absolutésjoneof the third person
pronoun resolution algorithms on the training data for @at¢he four algorithms.

Figure 8: Results for Training Data

Eval_Saliencg Eval_Absolute
Baseline Algorithm (Siddharthan 2003) 70.22% 64.61%
MRS-Derived Syntactical Knowledge Algorithm 76.29% 72.6B%
Domain-Specific Algorithm 85.05% 85.05%
Combined Syntactic Knowledge and Domain-Specific Alg. 29% 92.27%

Upon running the pronoun resolution algorithms on the teat datimple improvement
to the preprocessing filter became apparent (if the proisahe object of the vertho, it
will not refer to an object, but rather an evend ahould be marked with the special -2
index, indicating that the pronoun does not refer to anycofgend previously in the
text). Since the e-mails in the test data were oftgnestqfor order cancellations), the
phrasedo it appeared frequently in the test data while never appearthg training data
which wereinquiriesrather than requests (for order status). In retrospextraining and
the test data should have been separated differentltypwder status inquiry e-mails and
order cancellation request e-mails appearing in bothraivértg and test data. But since
this was not the case, the pronoun resolution algoritfegsently attempted to resolve
theit in the phraséo itin the test data, usually leading to an incorrect teBat this
reason, two sets of results for the test data @@ted. The first number (before the /)
reports the pronoun resolution precision withoutdbet preprocessing fix. The second
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number reports the precision after the phdisé was added to the preprocessing list of
unresolvable pronouns in contéxt

Figure 9: Results for Test Data

Eval_Salience Eval_Absolute
Baseline Algorithm (Siddharthan 2003) 63.58% 62.91%
MRS-Derived Syntactical Knowledge Algorithm 67.55% / 72.1P%6.23% / 70.869
Domain-Specific Algorithm 75.50% / 80.79% 75.50% / 80.79%
Combined Syntactic Knowledge and Domain-Spec. Alg. 81 /486675%| 82.12% /87.42%

10. Analysis

As described in section 8, Eval_Absolute is the metrib@true success of the pronoun
resolution algorithms, so the focus of the results amalyill be on the Eval_Absolute
numbers.

The baseline algorithm does notably worse in this domamdhahe corpus used in
Siddharthan, 2003. The Eval_Salience on the Siddharthan, §0$ata was found to be
85% and the Eval_Absolute was found to be 79%, 18-20% highethtdaasults
reported here on the e-mail query corpus. The likely reasahis is that almost all of
the third person pronouns in this corpus (along with thegmi@l antecedents) are
inanimate. So the baseline algorithm’s inference mechanoeduce the gender and
animacy of pronouns and their antecedents will not yeldnew information. Because
of this, the algorithm will not be able to successfullgf most antecedent lists using
these agreement constraints (since almost everythitigrd person is inanimate in this
domain). This explains why the results reported abovsiarnéar to the results reported
in Siddharthan, 2003, when the gender and animacy infere@ckanism is turned off
(which yielded precision of 70% and 60% for Eval_SalienceEavad_Absolute
respectively).

Both extension algorithms perform better than the besealgorithm. The first extension
algorithm, which used non-domain-specific syntactic knowledge expected to
perform better than the baseline algorithm, since tgsridhm had more detailed
syntactic information that had been derived from the Mé&¥ure structures. An example
where this more accurate syntactic information helpstifyethe correct antecedent is
given in the following example:

(10a) f have a laptopon backordérthat I*m waiting for .
Can youlet m& know what is going on with/{t* 2

The baseline algorithm marks this email as shown, théfpronourit being incorrectly
resolved to the anteceddydckorderrather tharaptop. In this example, the baseline

* This added preprocessing code did not affect the resultise training data, since the phraseit never
appeared.
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algorithm assigns the noun phradagtop on backordeas the direct object of the
sentence. However, it assumes the last noun inailne phrase is the head noun, so it
assigns the direct object salience factdvsdokorder This antecedent received the
highest salience factor of the potential antecederts dtering for just third person
singular antecedents) and is chosen as the antecedém pronourit. In contrast, the
extension algorithm that has access to the MRS patbésaentence does not make the
same mistake, since the direct object (ARG2) of thexrelation (have_re) is

correctly set equal to the object corresponding to the hea of the noun phrasaptop
on backorderwhich is the ARGO of laptop_re).

Improved noun phrase indexing is another reason why thesexiealgorithm performs
better than the baseline. The baseline algorithm frequisicilydes temporal adjuncts in
the same phrase as the direct object of a sentdmcé vesults in the direct object not
being marked. For example, the baseline algorithm withriectly mark the following e-
mail:

(10b) P am extremely upset antidan't believe yodrservicé .
f bought a computer last month
YoU told m€ 18should receive ° last week®.

Since the temporal adjunietst monthwas included in the same phrase as the direct
object of boughtd computey, this object isn’t marked and is not included in the potentia
list of antecedents for the pronominand thus this pronoun cannot possibly be correctly
resolved. In contrast, the MRS representation osémtencé bought a computer last
monthcontains two separate objects é@mputerandlast month

However, the extension algorithm does not always perhtter than the baseline
algorithm. Bad parses can lead to resolution errors. Takexample, the following e-
mail:

(10c) P ordered mypackagé#® 78465 last weeR.
When will f receive it*3?

The incorrect resolution of the pronomro the # sign in the extension algorithm is due
to the way that this sentence was parsed. Ratherehding# 78465as an appositive to
the nourpackagethe parser regolackage #as a compound noun (with # as the head
noun). In other words, the parser read the sentente padkage numbdpeing ordered
rather than the package itself. The baseline algorithre doemark the character ‘# as a
noun phrase, and correctly resolves the pronoun. Thisylartparse error ggackage #
or order #as a compound noun accounted for 13% of the errors matie tnaining data
and 7% of the errors made on the test data for theloorain-specific extension.
However, once domain knowledge is incorporated, thesesesire eliminated (because
bothorder andpackageappear in the database schema).

Despite the difference between the errors of tiselbge and extension algorithms, the
majority of the errors of both of these algorithmgsevéue to the fact that using syntactic
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information alone is not sufficient for a full pronotesolution analysis algorithm. For
example:

(10d)  need infd on my order of 12/12.
If** hasn't arrived yet.

The salience score for the antecedefu is 10 (20 for being the direct object of the
sentence divided by 2 for being once sentence awaytfiersentence containing the
pronoun) while the salience score for the anteceaielar is 2.5 (the semantic
representation of this sentence does not treat the jtiepakphraseon my orderas an
argument to the veiifo, so it receives the standard score of 5 divided by two for
recency). Sanfo is chosen as the antecedent. In order for the prohdaitve correctly
matched with the antecedeartder, domain knowledge must be used that a customer is
much more likely to talk about arder arriving thaninfo in this context.

Overall, it is encouraging that it was found that iasesl syntactic knowledge does
indeed lead to increased precision in pronoun resolutioweker, this result is in
contrast to the work reported in Preiss (2002) and PreisBraswbe (2003) that show
that the improvements in pronoun resolution does ngtgagatly for different parsers
used to analyze the text as long as grammatical functiolll be extracted comparably
accurately, and Siddharthan (2003) which showed that gracahfitnction can be
estimated with reasonable accuracy without using a pansether words, this previous
work predicted that the results for the baseline algrivhich estimated grammatical
function without a parser and the extension algorithm wvb&ed a parser to extract
grammatical function should not have been that differ®ne possible reason for this
larger than anticipated difference between the exterasid baseline algorithm results is
that the baseline algorithm was trained on a diffecerpus than the one used for these
experiments, while the extension algorithm was trainethere-mail corpus. Another
possible reason for this difference is that the exbpensigorithm worked directly with the
objects in the semantic representation of the parsedaeinherently more accurate
analysis of what is actually being coreferred, rathantwith noun phrases which
traditional pronoun resolution algorithms deal with and wiRoiss (2002) and Preiss
and Briscoe (2003) analyzed.

While the non-domain-specific extension algorithm predilst performed better than the
extension algorithm (although the difference was largen £xpected), the fact that the
domain-specific algorithm performs better than eithehe$e algorithms was quite
surprising. The domain-specific algorithm is much simplen tha algorithm using
syntactic knowledge; it will only resolve a pronourotee of twelve possible antecedent
relations (for this domain). Otherwise it gives up aratks the pronoun as unresolvable.
The fact that this simple algorithm performs so weples that the fundamental
assumption behind this algorithm, that the focus (and treubkisly antecedent of a
pronoun) is often on an element from the data sowsaesually correct.

The most encouraging result from this project is thatrvthe non-domain-specific and
domain specific algorithms are combined, the pronoun resolutiproves to a precision
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of 92% for the training data and 87% for the test datar (#ifespreprocessing
improvement). So using domain knowledge can aid a syrabttiormation based
algorithm (or vice versa: using syntactical preferencesxhim domain-specific
pronoun resolution). The algorithms were combined by sirtgiiyng a linear
combination of the two scores (the salience and donpaicifec scores), giving them
equal weight. So if a potential antecedent receivediensal factor of 50 and a domain-
specific factor of 40, then its resulting score in¢henbined algorithm will be 45. This is
a crude way to combine the algorithms; perhaps it mighetiertdo directly integrate the
domain and syntactic knowledge by specifically weighing ¢fetions extracted from the
database backend depending on their grammatical functibe gmail messages. But in
the test corpus, the crude linear combination approach to cowpbine two algorithms
was effective enough so that only 19 pronouns in the cavpus resolved incorrectly
(and 15 for the training corpus). Of these 19 pronouns, it isaiykthan an improved
mechanism for combining the two extension algorithms wbaice resulted in a correct
analysis. 11 of these 19 errors (58%) could be fixed witimpnaved filter for pleonastic
and unresolvable pronouns; for example:

(10d) P 've decided against the Toshibaptop. Is it**too late to cancel?

(10e) P tried to reach youby phoné, but it*?’s too hard

(10f) I° want to cancel myordef. How® do I* go about it*?

(10g) P 've been waiting for mylaptog for six week3 now, and 1’m tired of it*2

Each of these above examples are taken from thgsisalf data from the test corpus.
The pronount in example (10d) is arguably pleonastic (although it couldrgaed to
refer to the current time state in the discourse) tlaad in examples (10e), (10f), and
(10g) all refer to an event rather than an object, andaddsbe marked as unresolvable
for this evaluation corpus. The pronatum (10e) refers to the event denotediogd to
reach you in (10f) refers to the event denoteddancel my orderand in (10g) refers to
the event ofvaiting for my laptopSince the extension pronoun resolution algorithms
have access to the event variables in the MRS seamnmaptiesentation of this text, ideally
the algorithms would indicate the coreference with @ @priate event in each of these
examples. An algorithm that can resolve pronouresémtsalong with objects in a
semantic representation of the input text would be a gabgct for future work, as
traditional pronoun resolution algorithms are unable to regmgnouns to events. Such
future work would also have to evaluate pronoun resoldliberently, as the superficial
coindexing of pronouns with a word from the input text wdaddnsufficient to express
coreference with events.

Of the remaining 8 errors in the test data, 2 carttikwted to the lack of real world
knowledge about the gender of entities. These 2 errofistae below:

(10h) P ordered a birthddypresertt for my* wife*. Her” birthday passed ....

(10i) My’ mont won't pay for the laptofpordef I* placed with you guys Shé&*?s
making mé cancel the ordér
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Real world knowledge thatife andmomare of female gender would result in correct
analyses of these sentences.

One of the remaining errors is due to cataphoric reteren
(10j) Since it*2 hasn't shipped, ydwshould be able to cancel the ofdeight’?

The algorithms implemented for this project only lookhe previous entities for
potential referents, and thus cannot deal with cataphora.

The remaining 5 errors are due to confusing pronouns to eesalv example (with
extraneous references removed to avoid confusion):

(10Kk) | ordered a cell phohéast week, but it’s taking too long to get here and Itcan’
wait any longer. | want to cancel my orfletll just buy it**? at a brick and mortar store
instead.

Additional knowledge must be used to analyze that th@owstcan't buy therder from
a brick and mortar store, and that the only entity thajpronount can refer to is theell
phone which exists three sentences back (since conjunctiertseated as separate
sentences) and thus receives a small score in tkeasahblgorithm.

In comparing the results for the training and test datantbe seen that the results for
the test data are consistently slightly worse fobalglorithms. This can be attributed to
the order cancellation request test data containing prombainare more difficult to
resolve than the order status inquiry training data. Ttpteation is corroborated by the
fact that the baseline algorithm also performed sigmifigavorse on the test data,
despite not being trained on the training data corpus. iffieeethce in the distribution of
pronouns in the training and test data is exemplified byaitheunt of pleonastic and
unresolvable pronouns. The training data contained 8% pléoaastunresolvable
pronouns, while the test data contained 30%. These tygesmduns are consistently a
large source or errors across algorithms because unlgsscithwe towards the beginning
of the e-mail, they will almost always be incorrgetsolved.

11. Conclusion

Three conclusions can be made from these results.

* First, detailed syntactic knowledge does indeed increas®prinal anaphora
resolution precision for non-domain-specific algorithiiise results showed that the
precision (measured using the Eval_Absolute metric) inecelyg a factor of 12.6% with
increased syntactic knowledge.

* Second, a simple domain-specific algorithm where domaawledge is acquired from

a database backend to the e-mail response system petfettar than the non-domain-
specific algorithms relying on syntactical knowledge.
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*Third, combining a domain-specific algorithm with a domain-inaejsnt algorithm
further increases pronoun resolution accuracy. For thaibgquery corpus used for this
project, 87.4% of pronouns were resolved accurately usiagdmnbined technique.

12. Bibliography

Brennan, S.E., Friedman, M. W., and Polard, C. (198Zemering approach to
pronouns In ACL-97 Stanford, CA, pp. 155-162. ACL.

Copestake, A., Flickinger, D. and Sag, I. (1999). MinimaluRgion Semantics: An
introduction Ms., CSLI, Stanford University.

Copestake, A. and Flickinger D. (2000). An open-source grardewgelopment
environment and broad-coverage English grammar using HPS®oceedings of the
Second Conference on Language Resources and Evaluation (LRECAt0@0},
Greece.

Hobbs, J.R. (1978). Resolving Pronoun Refereridegua 44, 311-338.

Jurafsky, D. and Martin, J. (2000). Speech and language prugeRsentice Hall, pp.
669-694.

Kennedy, C. and Boguraev, B. (1996). Anaphora for every@r@ominal anaphora
resolution without a parsein COLING-96 Copenhagen, pp. 113-118.

Lappin, S. and Leass, H. (1994). An Algorithm for pronomamephora resolution
Computational Linguistic20(4), 535-561.

Preiss, J. (2002). Choosing a parser for anaphora resoltBroceedings of the™s
Discourse Anaphora and Anaphor Resolution Colloqu{DARC 2002), Lisbon,
Portugal, pages 175-180.

Preiss, J. and Briscoe, T. (2003). Shallow or Full ParigsinAnaphora Resolution? An
Experiment with the Lappin and Leass AlgorithmProceedings of the Anaphora
Workshopat EACL, 2003, pages 1--6.

Sag, I. A. and Wasow, T. (Eds.). (1999). Syntactic Theifiyormal IntroductionCSLI
Publications, Stanford, CA, pp. 147-170.

Siddharthan, A. (2003). Resolving Pronouns Robustly: Plumbmdepths of
ShallownesslIn Proceedings of the Workshop on Computational Treatments of
Anaphora EACL-2003, pp 7-14.

33



Appendix A: MRS For: “The first one arrived yesterday but I'm still waiting for the second one.

[LTOP: h1
INDEX: e2 [ CONJ_EVENT
DIVISIBLE: BOOL
E.TENSE: TENSE
E.ASPECT: ASPECT
E.MOOD: MOOD ]
RELS: <
[ prpstn_m_rel
LBL: h3
CFROM: STRING
CTO: STRING
MARG: h4 |
[ _def_q_rel
LBL: h5
CFROM: 0
CTO: 1
ARGO: x7 [ REF-IND
PNG.GEN: REAL_GENDER
PNG.PN: 3SG*
DIVISIBLE: -]
RSTR: h8
BODY: h6 ]
[ord_rel
LBL: h9
CFROM: 1
CTO: 2
ARGO: €10 [ EVENT_OR_INDEX
DIVISIBLE: BOOL ]
ARGL1: x7
CARG: "1"]
[ _one_n_rel
LBL: h9
CFROM: 2
CTO: 3
ARGO: x7 ]
[ _arrive_rel
LBL: h11
CFROM: 3
CTO: 4
ARGO: el12 [ EVENT
DIVISIBLE: BOOL
E.TENSE: PRES+PAST
E.ASPECT: NOASP+PROGR
E.MOOD: INDICATIVE*]
ARG1: x7 ]
[ unspec_loc_rel
LBL: h11
CFROM: STRING
CTO: STRING
ARGO: e12
ARGL1: el2
ARG2: x13 [ REF-IND
DIVISIBLE: BOOL
PNG.GEN: REAL_GENDER
PNG.PN: 35G*]]
[ time_rel
LBL: h14
CFROM: 4
CTO: 5
ARGO: x13]
[ def_g_rel
LBL: h15
CFROM: STRING
CTO: STRING
ARGO: x13
RSTR: h17
BODY: h16 ]
[ _yesterday_rel
LBL: h14
CFROM: STRING
CTO: STRING
ARG1: x13]
[ _but_rel
LBL: h1
CFROM: 5
CTO: 6
C-ARG: e2
L-HNDL: h3
L-INDEX: v18 [ NON_EXPL
DIVISIBLE: BOOL ]
R-HNDL: h19
R-INDEX: v20 [ NON_EXPL
DIVISIBLE: BOOL]]

[ prpstn_m_rel
LBL: h19
CFROM: STRING
CTO: STRING
MARG: h21 ]
[ pron_rel
LBL: h22
CFROM: 6
CTO: 7
ARGO: x23 [ FULL_REF-IND
DIVISIBLE: -
PNG.PN: 1SG
PNG.GEN: REAL_GENDER
PRONTYPE: STD_PRON]]
[ pronoun_g_rel
LBL: h24
CFROM: STRING
CTO: STRING
ARGO: x23
RSTR: h25
BODY: h26 ]
[ _still_rel
LBL: h27
CFROM: 8
CTO: 9
ARG1: e28 [ EVENT
E.TENSE: PRES+PAST
E.ASPECT: NOASP+PROGR
E.MOOD: INDICATIVE*
DIVISIBLE: BOOL]]
[ _wait_v_rel
LBL: h27
CFROM: 9
CTO: 10
ARGO: e28
ARGL1: x23
ARG2: v29 [ NON_EXPL-IND
PNG.GEN: REAL_GENDER
PNG.PN: PERNUM
DIVISIBLE: BOOL]]
[ _for_rel
LBL: h27
CFROM: 10
CTO: 11
ARGO: e28
ARGL1: e28
ARG2: x30 [ REF-IND
DIVISIBLE: -
PNG.GEN: REAL_GENDER
PNG.PN: 35G*]]
[ _def_q_rel
LBL: h31
CFROM: 11
CTO: 12
ARGO: x30
RSTR: h33
BODY: h32]
[ord_rel
LBL: h34
CFROM: 12
CTO: 13
ARGO: e35 [ EVENT_OR_INDEX
DIVISIBLE: BOOL ]
ARGL1: x30
CARG: "2"]
[ _one_n_rel
LBL: h34
CFROM: 13
CTO: 14
ARGO: x30] >
HCONS: < h4 QEQ h11
h8 QEQ h9
h17 QEQ h14
h21 QEQ h27
h25 QEQ h22
h33 QEQ h34 > ]
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