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Selection of new positives

Similarity between boxes (i’s) represented by 
detection signature of current ESVMs (j’s); 

Greedily pick distinct rows for diversity.

Existing ESVM models
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Goal: Diversity in training set for 
next iteration
Why? Repetition in videos
How? Compute similarity between 
existing models and newly labeled 
boxes; select diverse (unexplained) 
new boxes. 

KITTI dataset VIRAT dataset
Diversity in pose of 
discovered examples

Initial boxes

Ground truth

Ours Bootstrapping

Detection + Tracking Eigen functions

Pose distribution of automatically labeled data on KITTI 
dataset

Results: Scalability and Generalization
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Results: Ablation Analysis

Training detectors on automatically labeled data

Detection performance of LSVM trained on VIRAT dataset. We train an LSVM on 
the automatically labeled data and evaluate it on a held out, fully labeled, set.
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Performance of the various ablation methods on 
VIRAT

Evaluation of the labeling process

Automatic Labeling (LSVM) Ground Truth
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10 1.32 9.09 9.09 11.21 7.32 15.39
20.89 29.56 41.38

30 1.94 3.03 6.59 10.83 1.41 17.68

Reliable tracking
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• Formulated as shortest 
path through a Trellis 
graph

• Solved using DP

• Object Proposal boxes 
augment weak 
detection prior

Candidate box selection
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Edge weights = Δ𝑓𝑙𝑜𝑤 + Δ𝑎𝑟𝑒𝑎 + Δ𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛

Detection Error Modes

Inverse HOG visualization for trained ESVM 

Inverse HOG visualization for ESVM detection

Inverse HOG visualization for trained ESVM 

Inverse HOG visualization for ESVM detection

Multi-view Verification: Detect in one feature space; verify detections in another

Good Not sure Bad

Verification using De-correlated errors

Verification scores

Object 
detectionObject

Detectors

Few labeled examples
(no exhaustive labeling)

Discovers
• Multiple objects per frame
• Both static & moving objects

Relaxes Standard Assumptions
• Works in the presence of 

unrelated/distractor videos
• Does not require exhaustive 

annotation of input video frames
• Does not assume salient motion
• No explicit negative data required

Verification using De-correlated Errors

Arrest detection mistakes
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Feature 2

Reliable Tracking

Unlabeled videos

Goal: Long hours of unlabeled videos + few labels         Object Detectors

Arrest tracking mistakes

New labeled examples

Incremental and Robust training of 
detectors

Selected positives
for training

Discover candidate examples by conservative short-term reliable tracking

Initial Labeled Set

Qualitative results: Subset of bounding boxes automatically labeled and used to train ESVMs across iteration

Evaluation of automatically labeled data

Qualitative results: Subset of bounding boxes automatically labeled and used to train ESVMs across iteration


