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Preface

This is a set of lecture notes on quantum algorithms. It is primarily intended for graduate students who
have already taken an introductory course on quantum information. Such a course typically covers only
the early breakthroughs in quantum algorithms, namely Shor’s factoring algorithm and Grover’s searching
algorithm. Here we show that there is much more to quantum computing by exploring some of the many
quantum algorithms that have been developed subsequently.

These notes cover several major topics in quantum algorithms, divided into six parts:

e In Part I, we discuss quantum circuits—in particular, the problem of expressing a quantum algorithm
using a given universal set of quantum gates.

e In Part II, we discuss quantum algorithms for algebraic problems. Many of these algorithms generalize
the main idea of Shor’s algorithm. These algorithms use the quantum Fourier transform and typically
achieve an exponential (or at least superpolynomial) speedup over classical computers. In particular,
we explore a group-theoretic problem called the hidden subgroup problem. A solution of this problem
for abelian groups leads to several applications; we also discuss what is known about the nonabelian
case.

e In Part III, we explore the concept of quantum walk, a quantum generalization of random walk. This
concept leads to a powerful framework for solving search problems, generalizing Grover’s search algo-
rithm.

e In Part IV, we discuss the model of quantum query complexity. We cover the two main methods
for proving lower bounds on quantum query complexity (the polynomial method and the adversary
method), demonstrating limitations on the power of quantum algorithms. We also discuss how the
concept of span programs turns the quantum adversary method into an upper bound, giving optimal
quantum algorithms for evaluating Boolean formulas.

e In Part V, we describe quantum algorithms for simulating the dynamics of quantum systems. We also
discuss an application of quantum simulation to an algorithm for linear systems.

e In Part VI, we discuss adiabatic quantum computing, a general approach to solving optimization prob-
lems (in a similar spirit to simulated annealing). Related ideas may also provide insights into how one
might build a quantum computer.

These notes were originally prepared for a course that was offered three times at the University of
Waterloo: in the winter terms of 2008 (as CO 781) and of 2011 and 2013 (as CO 781/CS 867/QIC 823). The
course has also been offered three times at the University of Maryland (in 2017, 2021, and 2025). I thank
the students in these courses for their feedback on the lecture notes. Each offering of the course has covered
a somewhat different set of topics. This document collects the material from all versions of the course and
includes a few subsequent improvements.

The material on quantum algorithms for algebraic problems has been collected into a review article that
was written with Wim van Dam [38]. I thank Wim for his collaboration on that project, which strongly
influenced the presentation in Part II.

Please keep in mind that these are rough lecture notes; they are not meant to be a comprehensive
treatment of the subject, and they surely contain mistakes. Corrections (by email to amchilds@umd.edu)
are welcome.

I hope you find these notes to be a useful resource for learning about quantum algorithms.


mailto:amchilds@umd.edu
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Chapter 1

Preliminaries

This chapter briefly reviews some background material on quantum computation. We cover these topics at
a very high level, just to give a sense of what you should know to understand the rest of the lecture notes.
If any of these topics are unfamiliar, you can learn more about them from a text on quantum computation
such as Nielsen and Chuang [88]; Kitaev, Shen, and Vyalyi [70]; or Kaye, Laflamme, and Mosca [68].

1.1 Quantum data

A quantum computer is a device that uses a quantum mechanical representation of information to perform
calculations. Information is stored in quantum bits, the states of which can be represented as £s-normalized
vectors in a complex vector space. For example, we can write the state of n qubits as

Wy= > a.z) (1.1)

z€{0,1}m

where the a, € C satisfy __ |a;|* = 1. We refer to the basis of states |z) as the computational basis.
It will often be useful to think of quantum states as storing data in a more abstract form. For example,
given a group G, we could write |g) for a basis state corresponding to the group element g € G, and

[#) = bylg) (1.2)

geG

for an arbitrary superposition over the group. We assume that there is some canonical way of efficiently
representing group elements using bit strings; it is usually unnecessary to make this representation explicit.

If a quantum computer stores the state [¢)) and the state |¢), its overall state is given by the tensor
product of those two states. This may be denoted [1)) ® |¢p) = |[¢)|p) = |1, B).

1.2 Quantum circuits

The allowed operations on (pure) quantum states are those that map normalized states to normalized states,
namely unitary operators U, satisfying UUT = UTU = I. (You probably know that there are more general
quantum operations, but for the most part we will not need to use them in this course.)

To have a sensible notion of efficient computation, we require that the unitary operators appearing in
a quantum computation are realized by quantum circuits. We are given a set of gates, each of which acts
on one or two qubits at a time (meaning that it is a tensor product of a one- or two-qubit operator with
the identity operator on the remaining qubits). A quantum computation begins in the |0) state, applies a
sequence of one- and two-qubit gates chosen from the set of allowed gates, and finally reports an outcome
obtained by measuring in the computational basis.
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1.3 Universal gate sets

In principle, any unitary operator on n qubits can be implemented using only 1- and 2-qubit gates. Thus
we say that the set of all 1- and 2-qubit gates is (ezactly) universal. Of course, some unitary operators may
take many more 1- and 2-qubit gates to realize than others, and indeed, a counting argument shows that
most unitary operators on n qubits can only be realized using an exponentially large circuit of 1- and 2-qubit

gates.

In general, we are content to give circuits that give good approximations of our desired unitary transfor-
mations. We say that a circuit with gates Uy, Us, ..., U; approximates U with precision € if
Here ||-|| denotes some appropriate matrix norm, which should have the property that if |U — V|| is small,

then U should be hard to distinguish from V no matter what quantum state they act on. A natural choice
(which will be suitable for our purposes) is the spectral norm

]| = mave LA (1.4)
) D)l
(where ||[1)]] = v/ {¥|¥) denotes the vector 2-norm of [¢))), i.e., the largest singular value of A. Then we call
a set of elementary gates universal if any unitary operator on a fixed number of qubits can be approximated
to any desired precision € using elementary gates.
It turns out that there are finite sets of gates that are universal: for example, the set {H,T,C} with

1
1 /1 1 (e 0 1o
N I GO R |
0

There are situations in which we say a set of gates is effectively universal, even though it cannot actually
approximate any unitary operator on n qubits. For example, the set {H,T?, Tof}, where

(1.5)

o O = O
_= o o O
o R OO

10000000
01000000
00100000
00010000
Tof:==16 0001 0 0 0 (1.6)
0000O0T100
00000O0GO0 1
00000GO0TDO0

is universal, but only if we allow the use of ancilla qubits (qubits that start and end in the |0) state).
Similarly, the basis { H, Tof} is universal in the sense that, with ancillas, it can approximate any orthogonal
matrix. It clearly cannot approximate complex unitary matrices, since the entries of H and Tof are real;
but the effect of arbitrary unitary transformations can be simulated using orthogonal ones by simulating the
real and imaginary parts separately.

1.4 Reversible computation

Unitary matrices are invertible: in particular, U~! = U'. Thus any unitary transformation is a reversible
operation. This may seem at odds with how we often define classical circuits, using irreversible gates such
as AND and OR. But in fact, any classical computation can be made reversible by replacing any irreversible
gate x — g(x) by the reversible gate (z,y) — (z,y ® g(z)), and running it on the input (z,0), producing
(z,g(x)). In other words, by storing all intermediate steps of the computation, we make it reversible.

On a quantum computer, storing all intermediate computational steps could present a problem, since two
identical results obtained in different ways would not be able to interfere. However, there is an easy way to
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remove the accumulated information. After performing the classical computation with reversible gates, we
simply XOR the answer into an ancilla register, and then perform the computation in reverse. Thus we can
implement the map (x,y) — (z,y ® f(x)) even when f is a complicated circuit consisting of many gates.

Using this trick, any computation that can be performed efficiently on a classical computer can be
performed efficiently on a quantum computer: if we can efficiently implement the map « — f(z) on a classical
computer, we can efficiently perform the transformation |z, y) — |z,y @ f(x)) on a quantum computer. This
transformation can be applied to any superposition of computational basis states, so for example, we can
perform the transformation

5 Y e Y e f@). L)

ze{0,1}m z€{0,1}"

Note that this does not necessarily mean we can efficiently implement the map |z) — |f(x)), even when
f is a bijection (so that this is indeed a unitary transformation). However, if we can efficiently invert f, then
we can indeed do this efficiently by computing f(x) in another register and then reversibly uncomputing z
using the inverse of the reversible circuit for computing f 1.

1.5 Uniformity

When we give an algorithm for a computational problem, we consider inputs of varying sizes. Typically,
the circuits for instances of different sizes will be related to one another in a simple way. But this need not
be the case; and indeed, given the ability to choose an arbitrary circuit for each input size, we could have
circuits computing uncomputable languages. Thus we require that our circuits be uniformly generated: say,
that there exists a fixed (classical) Turing machine that, given a tape containing the symbol ‘1’ n times,
outputs a description of the nth circuit in time poly(n).

1.6 Quantum complexity

We say that an algorithm for a problem is efficient if the circuit describing it contains a number of gates
that is polynomial in the number of bits needed to write down the input. For example, if the input is a
number modulo N, the input size is [logy N].

With a quantum computer, as with a randomized (or noisy) classical computer, the final result of a
computation may not be correct with certainty. Instead, we are typically content with an algorithm that
can produce the correct answer with high enough probability (for a decision problem, bounded above 1/2;
for a non-decision problem for which we can check a correct solution, £2(1)). By repeating the computation
many times, we can make the probability of outputting an incorrect answer arbitrarily small.

In addition to considering explicit computational problems, in which the input is a string, we will also
consider the concept of query complezity. Here the input is a black box transformation, and our goal is to
discover some property of the transformation by making as few queries as possible. For example, in Simon’s
problem, we are given a transformation f: Z% — S satisfying f(z) = f(y) iff y = = @ t for some unknown
t € Z%, and the goal is to learn t. The main advantage of considering query complexity is that it allows us
to prove lower bounds on the number of queries required to solve a given problem. Furthermore, if we find
an efficient algorithm for a problem in query complexity, then if we are given an explicit circuit realizing the
black-box transformation, we will have an efficient algorithm for an explicit computational problem.

Sometimes, we care not just about the size of a circuit for implementing a particular unitary operation,
but also about its depth, the maximum number of gates on any path from an input to an output. The depth
of a circuit tells us how long it takes to implement if we can perform gates in parallel.

1.7 Fault tolerance

In any real computer, operations cannot be performed perfectly. Quantum gates and measurements may be
performed imprecisely, and errors may happen even to stored data that is not being manipulated. Fortu-
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nately, there are protocols for dealing with faults that may occur during the execution of a quantum com-
putation. Specifically, the threshold theorem states that as long as the noise level is below some threshold
(depending on the noise model, but typically in the range of 1073 to 10~%), an arbitrarily long computation
can be performed with an arbitrarily small amount of error (see for example [55]).

In this course, we will always assume implicitly that fault-tolerant protocols have been applied, such that
we can effectively assume a perfectly functioning quantum computer.



Part 1

Quantum circuits






Chapter 2

Efficient universality of quantum
circuits

Are some universal gate sets better than others? Classically, this is not an issue: the set of possible operations
is discrete, so any gate acting on a constant number of bits can be simulated exactly using a constant number
of gates from any given universal gate set. But we might imagine that some quantum gates are much more
powerful than others. For example, given two rotations about strange axes by strange angles, it may not be
obvious how to implement a Hadamard gate, and we might worry that implementing such a gate to high
precision could take a very large number of elementary operations, scaling badly with the required precision.

Fortunately, this is not the case: a unitary operator that can be realized efficiently with one set of 1- and
2-qubit gates can also be realized efficiently with another such set. In particular, we have the following (see
[88, Appendix 3], [43], and [70, Chapter 8]).

Theorem 2.1 (Solovay-Kitaev). Fiz two universal gate sets that are closed under inverses. Then any t-gate
circuit using one gate set can be implemented to precision € using a circuit of t - poly(log é) gates from other
set (indeed, there is a classical algorithm for finding this circuit in time t - poly(log é))

Thus, not only are the two gate sets equivalent under polynomial-time reduction, but the running time
of an algorithm using one gate set is the same as that using the other gate set up to logarithmic factors.
This means that even polynomial quantum speedups are robust with respect to the choice of gate set.

2.1 Subadditivity of errors

We begin with the basic fact that errors in the approximation of one quantum circuit by another accumulate
at most linearly.

Lemma 2.2. Let U;,V; be unitary matrices satisfying ||U; — V;|| < e for alli € {1,2,...,t}. Then
Us... UUy — Vo VoV || < te. (2.1)

Proof. We use induction on ¢. For ¢ = 1 the lemma is trivial. Now suppose the lemma holds for a particular
value of t. Then by the triangle inequality and the fact that the norm is unitarily invariant (||[UAV | = || A4]|
for any unitary matrices U, V),

HUt-Q—lUtu-Ul — V;+1V;Vl||

= U1 Uy .. Uy — Upir Vi oo Vi + Up Ve . Vi = Vit Ve VA (2.2)
< NUeirUs .. Uy = Uppa Ve o VAl + [ Uss1 Ve oo Vi = Vi1 Vi VA (2.3)
= U1 (U ... Uy = Voo o V)| + [(Upsr — Vie)) Vi ... V4| (2.4)
=|Us... Uy = Vi...Vi|| + |Ups1 — Viga | (2.5)
< (t+1e, (2.6)

so the lemma follows by induction. O
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Thus, in order to simulate a t-gate quantum circuit with total error at most e, it suffices to simulate each
individual gate with error at most €/t.

2.2 The group commutator and a net around the identity

To simulate an arbitrary individual gate, the strategy is to first construct a very fine net covering a very
small ball around the identity using the group commutator,

[U,v]:=vuvu-tv-1 (2.7)

To approximate general unitaries, we will effectively translate them close to the identity.
Note that it suffices to consider unitary gates with determinant 1 (i.e., elements of SU(2)) since a global
phase is irrelevant. Let
Se:={U €SUQ2): |[I-U| <e€} (2.8)

denote the e-ball around the identity. Given sets I';.S C SU(2), we say that I is an e-net for S if for any
A € S, there is a U € T such that |4 — U|| < e. The following result (to be proved later on) indicates how
the group commutator helps us to make a fine net around the identity.

Lemma 2.3. If T is an €2-net for S, then [[,T] := {[U,V]: U,V € T'} is an O(e3)-net for S.2.

To make an arbitrarily fine net, we apply this idea recursively. But first it is helpful to derive a consequence
of the lemma that is more suitable for recursion. We would like to maintain the quadratic relationship
between the size of the ball and the quality of the net. If we aim for a k?e3-net (for some constant k),
we would like it to apply to arbitrary points in S),.s/2, whereas the lemma only lets us approximate points
in Se2. To handle an arbitrary A € S).s/2, we first let W be the closest gate in I' to A. For sufficiently
small € we have ke¥/? < ¢, s0 Sys2 C S., and therefore A € S.. Since I is an e?-net for S., we have
|[A—W]| < ie., |[AWT —I|| < €2, s0 AWT € S.2. Then we can apply the lemma to find U,V € T such
that |AWT — [U, V]| = |A - [U,V]W]| < k%€, In other words, if ' is an €2-net for S, then [I,T]I :=
{[U,VIW: U, V,W €T} is a k?e3-net for Sjs/2.

Now suppose that I'g is an e%—net for S, and let T'; := [I’;_1,T;_1]T"i—1 for all positive integers i. Then
I'; is an €Z-net for S,,, where ¢; = kefﬁ Solving this recursion gives €; = (k?eg)3/2)" /k2.

2.3 Proof of the Solovay-Kitaev Theorem
With these tools in hand, we are prepared to establish the main result.

Proof of Theorem 2.1. Tt suffices to consider how to approximate an arbitrary U € SU(2) to precision € by
a sequence of gates from a given universal gate set T'.

First we take products of elements of ' to form a new universal gate set Ty that is an e2-net for SU(2),
for some sufficiently small constant e¢y. We know this can be done since I is universal. Since ¢q is a constant,
the overhead in constructing I'g is constant.

Now we can find Vj € Ty such that [|[U — Vp|| < €2. Since ||[U — Vp|| = UV, — I||, we have UV, € Sez. If

¢o is sufficiently small, then €2 < key/> = ¢, so UVl € S,,.

Since T is an e3-net for SU(2), in particular it is an e2-net for S,,. Thus by the above argument, I'y is
an e3-net for S, , so we can find V; € I'; such that ||UVOT -V <e< kei’/z =€, i€, UVJV;r € Se,.

In general, suppose we are given Vg, Vp,...,V;_1 such that UVEJTVlT ... V:_l € 8,. Since I'; is an ef—net
for S.,, we can find V; € T; such that ||[UV] V... V;r_l — V|| < €. In turn, this implies that UV, V;' ... V;r €
Seir-

Repeating this process t times gives a very good approximation of U by V;...V41Vj: in particular, we
have |U — V;...ViVg|| < €. Suppose we consider a gate from I'g to be elementary. (These gates can be
implemented using only a constant number of gates from I', so there is a constant factor overhead if we only
count gates in I' as elementary.) The number of elementary gates needed to implement a gate from T'; is 5,
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so the total number of gates in the approximation is ZE:O 5" = (5! — 1)/4 = O(5%). To achieve an overall
error at most €, we need €2 = ((k2¢)3/2)" /k2)2 < ¢, i.c.,

3\° 1 log(k'e)
(2) ” log(k2eg) 29)

Thus the number of gates used is O(log” 1) where v =log5/log 3.

At this point, it may not be clear that the approximation can be found quickly, since I'; contains a
large number of points, so we need to be careful about how we find a good approximation V; € I'; of
UV V...Vl . However, b tructing th imati ively, it can be shown that th i

A2 A , by constructing the approximation recursively, it can be shown that the running
time of this procedure is poly(log %) It will be clearer how to do this after we prove the lemma, but we leave
the details as an exercise. O

2.4 Proof of Lemma 2.3

It remains to prove the lemma. A key idea is to move between the Lie group SU(2) and its Lie algebra, i.e.,
the Hamiltonians generating these unitaries. In particular, we can represent any A € SU(2) as A = ¢'@7,
where @ € R? and & = (0,,0y,0,) is a vector of Pauli matrices. Note that we can choose ||@|| < 7 without
loss of generality.

In the proof, the following basic facts about SU(2) will be useful.

(i) |1 = e7|| = 2sin 151 = Ja]| + O(]a|*)
(if) if [B]], €] < € then [|e7 — 7| = |[5 — &l + O(e?)
(iii) [b-3,¢ ) =2i(bx &) - &
(iv) [I[e™?,e] — el = o(|lbllIel (Ib]l + l1211)) .
Here the big-O notation is with respect to ||@]| — 0 in (i) and with respect to [|b]|, ||€]] — 0 in (iv).

Proof of Lemma 2.3. Let A € S.2. Our goal is to find U,V € T such that |A — [U, V]| = O(¢?).

Choose @ € R? such that A = €@, Since A € S,2, by (i) we can choose @ so that ||@| = O(e?).

Then choose 5, ¢ € R3 such that —2b x ¢ = . We can choose these vectors to be orthogonal and of equal
length, so that ||b]| = ||é]l = \/][@][/2 = O(e). Let B = ¢*? and C = €. Then the only difference between
A and [B, C] is the difference between the commutator and the group commutator, which is O(e?) by (iv).

However, we need to choose points from the net I'. So let U = €% be the closest element of ' to B,
and let V' = "7 be the closest element of I to C. Since I' is an e2-net for S., we have |U — B|| < ¢? and
[V = C| < €2, so in particular (by (ii)), ||@ — b]| = O(€2) and |7 — &l| = O(e?).

Now by the triangle inequality, we have

14— [U, V]I < A = 00| 4 |27 — U, V]| (2.10)

For the first term, using (ii), we have

A — e2i(ﬁ><z7)~5H _ ||621(5><€)~5 _ ezi(axﬁ).an (2.11)
<2|b x @— @ x T + O(e?) (2.12)
=2(b— T+ 1) x (C—T+0) — @ x 7| + O(®) (2.13)
=2(b—%@) x (6—0)+ (b— @) x T+ x (€—7)| + O(e%) (2.14)
= 0(e%). (2.15)
For the second term, using (iii) and (iv) gives
12T —[U, V]| = [|le” 7 — U, V]| = O(?). (2.16)

The lemma follows. O
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Note that it is possible to improve the construction somewhat over the version described above. Further-
more, it can be generalized to SU(NN) for arbitrary N. In general, the cost is exponential in N2, but for any
fixed N this is just a constant.

The Solovay-Kitaev theorem has a technical condition that the gate set is closed under inverses. This is
essential for the proof strategy described above, since the group commutator includes inverses of the available
gates. However, it is also possible to prove a version of the theorem without this condition [26].



Chapter 3

Quantum circuit synthesis over

Clifford+7T

As we discussed in Chapter 2, the Solovay-Kitaev Theorem tells us that we can convert between gate sets
with overhead that is only poly(log(1/e)). However, the overhead may not be that small in practice (we
upper bounded the power of the log by log5/ log% ~ 3.97), and it is natural to ask if we can do better. A
counting argument shows that the best possible exponent is 1 (see [72] and [88, Section 4.5.4]). Can we get
close to this lower bound—ideally while retaining a fast algorithm?

In general, no such result is known (even if we do not require a fast algorithm). However, there are
strong circuit synthesis results for particular gate sets with nice structure. In particular, one can perform
fast, nearly-optimal synthesis for the set of single-qubit Clifford+7 circuits. Not only does it admit fast
synthesis, but this gate set is also the most common choice for fault-tolerant quantum computation, so it is
likely to be relevant in practice.

To understand the synthesis of Clifford+7T" circuits, we focus here on the problem of exactly expressing
a given unitary operation over that gate set, assuming such a representation is possible. This result can
be extended to give an algorithm for approximately synthesizing arbitrary single-qubit gates, although the
details are beyond the scope of this lecture. (Note that some of these ideas can also be applied to the
synthesis of multi-qubit circuits, but that is also beyond our scope.)

3.1 Converting to Matsumoto-Amano normal form

An algorithm for exact synthesis of Clifford+T circuits was first presented in [71]. However, our presentation
here is based on a simpler analysis [53] that uses a normal form for such circuits introduced by Matsumoto
and Amano [84].

The single-qubit Clifford group C = (H, S,w) is generated by the Hadamard gate H, the phase gate S,
and the phase w := ¢"™/4, where

H:= % G 11) T:= (é g) S:=T%= (é (;) (3.1)

By adding the T gate, we get a universal gate set—in other words, the set (H,T,w) is dense in U(2). We
call any unitary operation that can be represented exactly over this gate set a Clifford+7 operation.
Clearly, any single-qubit Clifford+T operation M can be written in the form
M =C,TC,1T---CiTCy (3.2)

where Cy, ..., C, € C. Our goal is to rewrite such an expression into a simpler form.
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Let S := (S, X,w) < C. Any element of S can be pushed through T (say, to the right), since we have

ST =TS (3.3)
XT =w'TXS (3.4)
wl =Tw. (3.5)
Thus we can assume C,...,C,_1 ¢ S. (In some cases, pushing elements of S to the right might cause two

T gates to merge into S € C; we take n to be the number of Clifford gates after any such cancellations.)

An explicit calculation shows that |S| = 64, whereas |C| = 192. Since I, H, and SH are in different left
cosets of § in C, they can be chosen as the three coset representatives, and we can write every element of
the Clifford group in the form HS, where H € {I, H,SH} and S € S. Similarly, every element of C \ S can
be written in the same form, where H € {H, SH}. Thus we can write M in the form

M = H,S,TH,_1Sy_1T - H S1TCy (3.6)

where Cy € C, Hy,...,H,_y € {H,SH}, H, € {I,H,SH} and Sy,...,S, € S.

Now we can further simplify this expression by again pushing elements of S to the right. We have already
seen that such operators can be pushed through T gates, giving new elements of S. But furthermore, they
can also be pushed through elements of {H, SH}, since

SH € {H,SH} SSH = HX
XH=HZ=HS? XSH = SHY = SH(w?XS5?) :
wH = Hw wSH = SHw. (3.9)

After applying these rules, we are left with an expression of the form
M = HiTHy 1T --- HTCy (3.10)

where Hy,...,Hy—1 € {H,SH} and Hy € {I,H,SH}. (Note that we can have k < n, since again we could
find cancellations as we push gates to the right.) This expression is now in Matsumoto-Amano (MA) normal
form. In terms of regular expressions, we can write this form as (¢ | T) (HT | SHT)* C, where ¢ denotes the
empty string.

Since the above argument is constructive, it also gives an algorithm for converting circuits to MA normal
form. A naive implementation would take time O(n?), since we might make a pass through O(n) gates to find
a simplification, and we might have to repeat this O(n) times before reaching MA normal form. However,
we can reduce to MA normal form in linear time by simplifying the given circuit gate-by-gate, maintaining
MA normal form along the way. If N is in MA normal form and C' € C, then NC can be reduced to MA
normal form in constant time (we simply combine the rightmost two Clifford operators). On the other hand,
case analysis shows that reducing NT to MA normal form only requires updating the rightmost 5 gates, so
it can also be reduced in constant time. Overall, this approach takes O(n) steps, each taking time O(1), for
a total running time of O(n).

An important parameter of a Clifford+7T circuit is its T-count, which is simply the number of T' gates it
contains. Clearly there is a way of writing any Clifford+7 circuit in MA normal form such that the T-count
is minimal, simply because the reduction procedure described above never increases the T-count.

3.2 Uniqueness of Matsumoto-Amano normal form

In fact, the MA normal form is unique, so the procedure described above always produces a circuit with
minimal T-count. Furthermore, the proof of this helps to develop an algebraic characterization of Clifford+7
unitaries that facilitates approximate synthesis.

Given a single-qubit unitary U, let U denote its Bloch sphere representation. If U(zX + yY + 22)UT =

¢’ X +y'Y +2'Z, then U (g) = (?» and this relationship serves to define U by linearity. We have

z

A 0 0 1 A 0 -1 0 A L {1 -1 0
H=10 -1 0 S=11 0 0 T=—1[1 1 o0 (3.11)
1 0 0 0 0 1 V2 0 V2
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These generators belong to the ring Z[%] = {%ﬁ ta,b € Z, k € N}, so clearly the Bloch sphere

representation of any Clifford+T operator has entries in this ring.
We say that k € N is a denominator exponent of x € Z[%] if ﬁkx € ZV2] = {a+bV2:a,bc Z}. We

call the smallest such k the least denominator exponent of x.

Define the parity of = € Z[v/2], denoted p(x), such that p(a-+bv/2) is the parity of a (i.e., 0 if a is even and
1if a is odd). If k is a denominator exponent for x, define the k-parity of x € Z[%] as pi(z) = p(\/ikx)

Observe that the Bloch sphere representation of a Clifford operator is a signed permutation matrix, so it
has denominator exponent 0, and its parity (applied to the matrix elementwise) is a permutation.

We can define an equivalence relation on (k-)parity matrices of Bloch sphere representations of Clifford+7"
operators such that they are equivalent if they differ by right-multiplication by the parity matrix of a Clifford
operator (in other words, by permutation of the columns). Now consider what happens to the k-parity
matrix of the operator as we proceed through the MA normal form, where we increase k by one every time
we multiply by a T gate. A simple calculation shows that transitions between the resulting equivalence
classes are as follows:

T
C
Q /\
100T110 0005110 (3.12)
01 0] — (1 1 O 11 0)]—— 10 0 O
0 0 1 0 0 0 1 1 0 1 1 0
~_
H

Here the matrices are representatives of equivalence classes of k-parity matrices and the labels on the arrows
show what gates induce the transitions. We have k = 0 at the leftmost (starting) matrix, and the value of
k is increased by 1 along each thick arrow. For example, for the transitions under a 1" gate, we have

a11+b11V2 a12+b12v2 a13+b13vV2 1 1-10 a11+b11V2 a12+b12v2 a13+b13v2
a21+b21v?2 aza+b22v?2 azz+b23v2 0 a21+b21V?2 azz+b22v?2 azz+b23v2
az1+b31v2 az2+b32v2 azz+bizv2 \/E 0 0v2 a31+b31v2 az2+b32v2 azz+bzzv2

1 ((011021)+(b11b21)\/§ (a12—az22)+(b12—b22)V2 (a13a23)+(b13b23)\/§>

V2

At the leftmost matrix, we have a11, as2, ass odd and a;; even for i # j. Clearly the resulting 1-parity matrix
is of the indicated form. Similar calculations verify the other transitions.

From this transition diagram, we can easily see that the MA normal form is unique. If we remain at the
leftmost matrix, the operation is Clifford. On the other hand, if we end at one of the next three matrices to
the right, the leftmost syllable of M is T, HT, or SHT, respectively. Given a matrix M, let k be its least
denominator exponent. By computing pi (M) and determining which equivalence class it belongs to, we can
determine the final syllable of its MA normal form. By induction, the entire MA normal form is determined.
Note that this also shows that the least denominator exponent of M is its minimal T-count.

This argument also implies an algorithm for exact synthesis given the matrix of a Clifford+T operation
(instead of some initial Clifford+T circuit). We simply convert to the Bloch matrix representation, compute
the least denominator exponent k, use py (M) to determine the leftmost syllable of the MA normal form, and
recurse until we are left with a Clifford operation. In this algorithm, the number of arithmetic operations
performed is O(k).

(3.13)

(a11+az21)+(b11+b21)V2 (a12+az2)+(b12+b22)V2 (a1z+az3)+(biz+b2s)v?2
2b31+a31Vv2 2b3a+az2 V2 2b3z+azz V2

3.3 Algebraic characterization of Clifford+T unitaries

We can use the ideas of the previous section to give an algebraic characterization of Clifford+7 operations.
Specifically, a matrix U € SO(3) is the Bloch sphere representation of a Clifford+T" unitary if and only if its
entries are in Z[%] As noted above, the “only if” part is trivial; it remains to show that any such matrix
corresponds to a Clifford+7 operation.



14 CHAPTER 3. QUANTUM CIRCUIT SYNTHESIS OVER CLIFFORD+T

The proof of this statement uses the orthogonality condition on U to characterize the possible values of
pk(f] ) (specifically, to show it is one of the forms in the above transition diagram, up to permutation of the
columns), and then shows that the least denominator can always be reduced by multiplying from the left by
the inverse of a matrix from {T, HT, SHT}. The proofs of these statements are straightforward, but involve
some explicit calculation and case analysis; see [53] for details.

As a simple corollary, we can establish that U is a Clifford+7 unitary if and only if its entries are in

Z[ L=, i] Again the “only if” direction is trivial. For the other direction, simply observe that if the entries of

\/5)
U are in Z[%, i], then the entries of U are in Z[%], and we can apply the characterization of Bloch matrices
of Clifford+7T unitaries. Note that this only determines the actual matrix up to a phase, but this phase must
be a power of w, so indeed the original U must be a Clifford+T" unitary.
In summary, we have seen that any Clifford+7 unitary can be synthesized into a Clifford+7 circuit, with
the minimal number of T gates (equal to the least denominator exponent of its Bloch sphere representation),
in time linear in the T-count.

3.4 From exact to approximate synthesis

The methods described above can only be directly applied if the unitary operation in question can be
performed exactly using Clifford+T gates. However, the methods can be adapted to perform approximate
synthesis of arbitrary gates. The basic idea is to “round” a given unitary to a nearby element of Z[%, i] and
then to synthesize that operation over Clifford+7. This is far from straightforward since a naive rounding
procedure (say, rounding the matrix elementwise) will generally yield an operation that is not unitary, and
thus not amenable to synthesis. However, by a careful rounding procedure, we can produce a nearby unitary

matrix over Z[—=, ], and thus produce an e-approximation of length O(log(1/¢)).

V2



Part 11

Quantum algorithms
for algebraic problems






Chapter 4

The abelian quantum Fourier
transform and phase estimation

4.1 Quantum Fourier transform

Perhaps the most important unitary transformation in quantum computing is the quantum Fourier transform
(QFT). Later, we will discuss the QFT over arbitrary finite groups, but for now we will focus on the case of
an abelian group G. Here the transformation is

Z Z Xy (4~1)

wEG yel

where G is a complete set of characters of G, and Xy(x) denotes the yth character of G evaluated at x.
(You can verify that this is a unitary operator using the orthogonality of characters.) Since G and G are
isomorphic, we can label the elements of G using elements of G, and it is often useful to do so.

The simplest QFT over a family of groups is the QFT over G = Z%. The characters of this group are
Xy(z) = (—1)"¥, so the QFT is simply

1
Foy = > (=) y)(a] = HE. (4.2)
\/T T, YyELY

You have presumably seen how this transformation is used in the solution of Simon’s problem [107].

4.2 QFT over Zan

A more complex quantum Fourier transform is the QFT over G = Zogx:

Fz,, = o [y) (z (4.3)

Y

x,yElion

where w,, = exp(27i/m) is a primitive mth root of unity. To see how to realize this transformation by a
quantum circuit, it is helpful to represent the input x as a string of bits, x = x,,_1 ... z12¢, and to consider
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how an input basis vector is transformed:

B —— 3 witly) (1.4)

2" YEZLan
- — ) gy ) (4.5)
\/2—” on n—1 .- - .
YEZLon
T k
Ton > H Wi Y1 .. y190) (4.6)
yGZQ‘IL k=0

\/ﬁ® > w3 |yi) (4.7)

k=0 yi €Z>
n—1
=) |2) (4.8)
k=0
where

|2k) : Z Wit ) (4.9)

ykGZZ
\7(|O>+ 22" |1)) (4.10)
Z]_lezj
7(|0>+ Prii 1)) (4.11)
_(j0) + c2riteo " Hm 27 ) (4.12)

I
Sl

(A more succinct way to write this is |z;) = %(|O> + w3, [1)), but the above expression is more helpful

for understanding the circuit.) In other words, F'|z) is a tensor product of single-qubit states, where the kth
qubit only depends on the n — k least significant bits of x.
This decomposition immediately gives a circuit for the QFT over Zon. Let Ry denote the single-qubit

unitary operator
(1 0
Ry = (O w2k) . (4.13)

Then the circuit can be written as follows:

|z0) . @ |Zn—1)
|21) @ |2n—2)

‘%—3> Py |z2>
‘.’En_2> * Ry, 2 Ry |Zl>
|@no1) (B)y—~Ry)— -+ —(Ru-1)—(Ry) [20)

This circuit uses O(n?) gates. However, there are many rotations by small angles that do not affect the
final result very much. If we simply omit the gates Ry with & = Q(logn), then we obtain a circuit with
O(nlogn) gates that implements the QFT with precision 1/ poly(n).
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4.3 Phase estimation

Aside from being directly useful in quantum algorithms, such as Shor’s algorithm, The QFT over Zas»
provides a useful quantum computing primitive called phase estimation [40, 70]. In the phase estimation
problem, we are given a unitary operator U (either as an explicit circuit, or as a black box that lets us apply
a controlled-U7 operation for integer values of j). We are also given a state |¢) that is promised to be an
eigenvector of U, namely Ul|g) = €'?|¢) for some ¢ € R. The goal is to output an estimate of ¢ to some
desired precision.

The procedure for phase estimation is straightforward. To get an n-bit estimate of ¢, prepare the quantum
computer in the state

J% > |z,9), (4.14)

TEZLon

apply the operator

> Ja)zl@U” (4.15)

TEZLon

to give the state

1 .
ipx
ez, p), 4.16
T 2 7o) (4.16)
T EZLan

apply an inverse Fourier transform on the first register, and measure. If the binary expansion of ¢/27
terminates after at most n bits (i.e., if ¢ = 2wy/2™ for some y € Zyn ), then the state (4.16) is Fan|y) ® |@),
so the result is guaranteed to be the binary expansion of ¢/27. In general, we obtain a good approximation
with high probability. In particular, the probability of obtaining the result y (corresponding to the estimate
27y /2™ for the phase) is

Pr(e) — L sin?(2"~1¢)
r(y)_22n 'SiDQ(Q_M)v
2 on

(4.17)

which is strongly peaked around the best n-bit approximation (in particular, it gives the best n-bit approx-
imation with probability at least 4/7%). We will see the details of a similar calculation when we discuss
period finding.

4.4 QFT over Zxn and over a general finite abelian group

One useful application of phase estimation is to implement the QFT over an arbitrary cyclic group Zy:

Fry = — Wil [y) (x| (4.18)
N VGV:LSQ%N N

The circuit we derived using the binary representation of the input and output only works when N is a
power of two (or, with a slight generalization, some other small integer). But there is a simple way to realize
Fy,, (approximately) using phase estimation.

We would like to perform the transformation that maps |z) — |Z), where |Z) := Fyz, |z) denotes a Fourier
basis state. (By linearity, if the transformation acts correctly on a basis, it acts correctly on all states.) It is
straightforward to perform the transformation |z,0) — |z, Z); then it remains to erase the register |z) from
such a state.

Consider the unitary operator that adds 1 modulo N:

U:= Z |z + 1) (z|. (4.19)

TELN
The eigenstates of this operator are precisely the Fourier basis states |Z) := Fy, |x), since (as a simple
calculation shows)
F} UFz, = N 4.20
ZnUFzy wy"l) (|- (4.20)

TELN
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Thus, using phase estimation on U (with n bits of precision where n = O(log N)), we can perform the
transformation

|2,0) — |2, ) (4.21)

(actually, phase estimation only gives an approximation of z, so we implement this transformation only
approximately). By running this operation in reverse, we can erase |z), and thereby produce the desired
QFT.

Given the Fourier transform over Zy, it is straightforward to implement the QFT over an arbitrary finite
abelian group: any finite abelian group can be written as a direct product of cyclic factors, and the QFT
over a direct product of groups is simply the tensor product of QFTs over the individual groups.



Chapter 5

Discrete log and the hidden subgroup
problem

In this lecture we will discuss the discrete logarithm problem and its relevance to cryptography. We will
introduce the general hidden subgroup problem, and show how Shor’s algorithm solves a particular instance
of it, giving an efficient quantum algorithm for discrete log.

5.1 Discrete log

Let G = (g) be a cyclic group generated by g, written multiplicatively. Given an element = € G, the discrete
logarithm of x in G with respect to g, denoted log, , is the smallest non-negative integer a such that g* = z.
The discrete logarithm problem is the problem of calculating log, z.

Here are some simple examples of discrete logarithms:

e For any G = (g), log,1 =10

e For G=277,logs2=2

o For G =77, logyys282 = 101

The discrete logarithm seems like a good candidate for a one-way function. We can efficiently compute
9%, even if « is exponentially large (in log |G|), using repeated squaring. But given z, it is not immediately
clear how to compute log, x, other than by checking exponentially many possibilities. (There are better
algorithms than brute force search, but none is known that works in polynomial time.)

5.2 Diffie-Hellman key exchange

The apparent hardness of the discrete logarithm problem is the basis of the Diffie-Hellman key exchange
protocol, the first published public-key cryptographic protocol.
The goal of key exchange is for two distant parties, Alice and Bob, to agree on a secret key using only
an insecure public channel. The Diffie-Hellman protocol works as follows:
1. Alice and Bob publicly agree on a large prime p and an integer g of high order. For simplicity, suppose
they choose a g for which (g) = Z) (i.e., a primitive root modulo p). (In general, finding such a g
might be hard, but it can be done efficiently given certain restrictions on p.)

2a. Alice chooses some a € Zp_; uniformly at random. She computes A := g® mod p and sends the result
to Bob (keeping a secret).

2b. Bob chooses some b € Z,_; uniformly at random. He computes B := g% mod p and sends the result to
Alice (keeping b secret).

3a. Alice computes K := B* mod p = g*® mod p.
3b. Bob computes A® mod p = ¢? mod p = K.
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At the end of the protocol, Alice and Bob share a key K, and Eve has only seen p, g, A4, and B.

The security of the Diffie-Hellman protocol relies on the assumption that discrete log is hard. Clearly, if
Eve can compute discrete logarithms, she can recover a and b, and hence the key. (Note that it is an open
question whether, given the ability to break the protocol, Eve can calculate discrete logarithms, though some
partial results in this direction are known.)

This protocol only provides a means of exchanging a secret key, not of sending private messages. However,
very similar ideas can be used to create a public-key cryptosystem (similar in spirit to RSA).

5.3 The hidden subgroup problem

It turns out that discrete logarithms can be calculated efficiently on a quantum computer, rendering cryp-
tographic protocols such as Diffie-Hellman key exchange insecure. The quantum algorithm for discrete log
solves a particular instance of the hidden subgroup problem (HSP).

In the general HSP, we are given a black box function f : G — S, where G is a known group and S is a
finite set. The function is promised to satisfy

f(z) = f(y) if and only if ™'y € H

. (5.1)
i.e., y = xh for some h € H

for some unknown subgroup H < G. We say that such a function hides H. The goal of the HSP is to learn
H (say, specified in terms of a generating set) using queries to f.

It’s clear that H can in principle be reconstructed if we are given the entire truth table of f. Notice in
particular that f(1) = f(z) if and only if x € H: the hiding function is constant on the hidden subgroup,
and does not take that value anywhere else.

But the hiding function has a lot more structure as well. If we fix some element g € G with g ¢ H, we see
that f(g) = f(z) if and only if z € gH, a left coset of H in G with coset representative g. So f is constant
on the left cosets of H in G, and distinct on different left cosets.

In the above definition of the HSP, we have made an arbitrary choice to multiply by elements of H on
the right, which is why the hiding function is constant on left cosets. We could just as well have chosen to
multiply by elements of H on the left, in which case the hiding function would be constant on right cosets;
the resulting problem would be equivalent. Of course, in the case where G is abelian, we don’t need to make
such a choice. For reasons that we will see later, this case turns out to be considerably simpler than the
general case; and indeed, there is an efficient quantum algorithm for the HSP in any abelian group, whereas
there are only a few nonabelian groups for which efficient algorithms are known.

You should be familiar with Simon’s problem, the HSP with G = Z% and H = {0, s} for some s € Zj.
There is a very simple quantum algorithm for this problem, yet one can prove that any classical algorithm
for finding s must query the hiding function exponentially many times (in n) [106]. The gist of the argument
is that, since the set S is unstructured, we can do no better than querying random group elements so long
as we do not know two elements z,y for which f(z) = f(y). But by the birthday problem, we are unlikely
to see such a collision until we make Q(+/|G|/|H|) random queries.

A similar argument applies to any HSP with a large number of trivially intersecting subgroups. More
precisely, we have

Theorem 5.1. Suppose that G has a set H of N subgroups whose only common element is the identity.
Then to solve the HSP, a deterministic classical computer must make Q(vV N) queries.

Proof. Suppose the oracle does not a priori hide a particular subgroup, but instead behaves adversarially,
as follows. On the fth query, the algorithm queries gy, which we assume to be different from g¢;,...,g9¢0—1
without loss of generality. If there is any subgroup H € H for which g ¢ g;H forall 1 < j <k </ (ie.,
there is some consistent way the oracle could assign g, to an as-yet-unqueried coset of a hidden subgroup
from H), then the oracle simply outputs ¢; otherwise the oracle concedes defeat and outputs a generating
set for some H € H consistent with its answers so far (which must exist, by construction).

The goal of the algorithm is to force the oracle to concede, and we want to lower bound the number of
queries required. (Given an algorithm for the HSP in G, there is clearly an algorithm that forces this oracle
to concede using only one more query.) Now consider an algorithm that queries the oracle ¢ times before
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forcing the oracle to concede. This algorithm simply sees a fixed sequence of responses 1,2,...,t, so for the
first ¢ queries, the algorithm cannot be adaptive. But observe that, regardless of which ¢ group elements are
queried, there are at most ¢(¢t — 1) non-identity values of gkgj_l, whereas there are N possible subgroups in
H. Thus, to satisfy the N conditions that for all H € H, there is some pair j, k such that gkgj_1 € H, we
must have t(t — 1) > N, i.e., t = Q(v/N).

Note that if the adversarial oracle cannot be beaten after ¢ queries, there are two or more standard oracles
that cannot be distinguished by the algorithm after ¢ queries, so the lower bound applies in the setting where
the algorithm encounters a fixed oracle. O

This argument can be adapted to show hardness for randomized algorithms by considering an adversary
that chooses its responses to queries uniformly at random from a sufficiently large set.

Note that there are cases where a classical algorithm can find the hidden subgroup with a polynomial
number of queries. In particular, since a classical computer can easily test whether a certain subgroup is
indeed the hidden one, the HSP is easy for a group with only a polynomial number of subgroups. Thus, for
example, a classical computer can easily solve the HSP in Z,, for p prime (since it has only 2 subgroups) and
in Zgn (since it has only n + 1 subgroups).

5.4 Shor’s algorithm

Now we will see how Shor’s algorithm can be used to calculate discrete logarithms [105]. This is a nice
example because it’s simpler than the factoring algorithm, but the problem it solves is actually at least as
hard: factoring N can be reduced to calculating discrete log in Zj%. (Unfortunately, this does not by itself
give a quantum algorithm for factoring, because Shor’s algorithm for discrete log in G requires us to know
the order of G—but computing |ZX| = ¢(NN) is as hard as factoring N.)

Recall that we are given some element x of a cyclic group G = (g), we would like to calculate log, x, the
smallest integer « such that g = x. For simplicity, let us assume that the order of G, N := |G|, is known.
(For example, if G = Z,', then we know N = p — 1. In general, if we do not know N, we can learn it using
Shor’s period-finding algorithm, but we will not discuss that here.) We can also assume that x # g (i.e.,
log, z # 1), since it is easy to check whether this is the case.

The discrete log problem can be cast as an abelian HSP in the (additive) group Zy x Zy. Define a
function f : Zy X Zn — G as follows:

fla, B) = z%g°. (5.2)

Since f(a, f) = g*'°8s **# f is constant on the lines
Ly :={(o,8) € Z : alog, x + B = A}. (5.3)
In other words, it hides the subgroup
H = Lo = {(0,0), (1, log, x), (2, —2log, z),...,(N = 1,—(N — 1)log, z)}. (5.4)

The cosets of H in Zy X Zy are of the form (v,d) + H with v, € Zy. In particular, the set of cosets of the
form

(0,0) + H={(a,0 —alog,z) : € Zn} = Ls (5.5)

varying over all § € Zy gives a complete set of cosets (so the set {0} x Zy is a complete set of coset
representatives, i.e., a transversal of H in Zn X Zy).

Shor’s algorithm for finding H proceeds as follows. We start from the uniform superposition over Z X Z
and compute the hiding function:

2 xZw) =1 3 By O s (0, 5). (5.6)

o,BELN o,BELN

Next we discard the third register. To see what this does, it may be conceptually helpful to imagine
that we actually measure the third register. Then the post-measurement state is a superposition over group
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elements consistent with the observed function value, which by definition is some coset of H. In particular,
if the measurement outcome is ¢°, we are left with the coset state corresponding to (0,9) + H, namely

1(0,6) + H) = |Ls) = \/% 3 Ja,6— alog, ) (5.7)
a€ZN

However, note that the measurement outcome is unhelpful: each possible value occurs with equal proba-
bility, and we cannot obtain § from ¢° unless we know how to take discrete logarithms. This is why we may
as well simply discard the third register, leaving the system in the mixed state described by the ensemble of
pure states (5.7) where 4 is uniformly random and unknown.

Now we can exploit the symmetry of the quantum state by performing a QFT over Zy X Zy; then the
state becomes

1 patv(d—alog, x) 1 s a(p—vlog, x)
N3/2 Z o‘)N |:U” V> = N3/2 Z wN wN |/’(" 1/>7 (58)

o, VELN W VELN a€ZN

and using the identity ZaEZN w%ﬁ = Ndg,0, we have

1 129
i Z wy' |vlog, ,v). (5.9)

VvELN

Now suppose we measure this state in the computational basis. Then we obtain some pair (Vlogg x,v) for
uniformly random v € Zy. If v has a multiplicative inverse modulo N, we can divide the first register by v
to get the desired answer. If v does not have a multiplicative inverse, we simply repeat the entire procedure
again. The probability of success for each independent attempt is ¢p(N)/N = Q(1/loglog N), so we don’t
have to repeat the procedure many times before we find an invertible v.

This algorithm can be carried out for any cyclic group G so long as we have a unique representation of
the group elements, and we are able to efficiently compute products in G. (We need to be able to compute
high powers of a group element, but recall that this can be done quickly by repeated squaring.)
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The abelian HSP and decomposing
abelian groups

Here we describe an algorithm to solve the HSP in any finite abelian group of known structure. We also
explain how related ideas can be used to determine the structure of a black-box abelian group.

6.1 The abelian HSP

We now consider the HSP for a general abelian group. When the group elements commute, it often makes
more sense to use additive notation for the group operation. We use this convention here, writing the
condition that f hides H as f(z) = f(y) iff z —y € H.

The strategy for the general abelian HSP closely follows the algorithm for the discrete log problem. We
begin by creating a uniform superposition over the group,

pNES) (6.1)
Vv |G zeG
Then we compute the function value in another register, giving
|z, (6.2)
VP

Discarding the second register then gives a uniform superposition over the elements of some randomly chosen
coset 1+ H:={z+h:he H} of H in G,

|z + H) = Z |z + h). (6.3)
hEH

Such a state is commonly called a coset state. Equivalently, since the coset is unknown and uniformly
random, the state can be described by the density matrix

Z |z + H)(z + H|. (6.4)
:CEG

PH *

Next we apply the QFT over G. Then we obtain the state
z+ H) := Fglz + H) (6.5)

\/—ZZXUx—l—hLy (6.6)

yeG heHd

Z Xy Xy > (6.7)

yeG
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where
heH
Note that applying the QFT was the right thing to do because the state py is G-invariant. In other words,

it commutes with the regular representation of G, the unitary matrices U(z) satisfying U(z)|y) = |z +y) for
all z,y € G: we have

U()pr = |G| Dty H)(y+ H| (6.9)

yeG

1

:EZ|2+H><,Z*I+H| (6.10)

| |z€G
= puU(—2)" (6.11
= puU(z). (6.12)
It follows that py = ngHFCT; is diagonal (indeed, we verify this explicitly below), so we can measure

without losing any information. We will talk about this phenomenon more when we discuss nonabelian
Fourier sampling.

Note that x, is a character of H if we restrict our attention to that subgroup. If x,(h) =1forall h € H,
then clearly x,(H) = 1. On the other hand, if there is any i’ € H with x, (k") # 1 (i.e., if the restriction of
Xy to H is not the trivial character of H), then since ' + H = H, we have

xu(H) = % > ) (613)
H] St

|H| ,;{Xy (R +h) (6.14)

= Xy Wy (), (6.15)

which implies that x,(H) = 0. (This also follows from the orthogonality of characters of H,

|H| Z Xy (@) Xy ()" = by,ys (6.16)
rxcH

taking 3’ to be the trivial character.) Thus we have

— H
) = |G|| Y @l (6.17)
y3Xy(H):1

or, equivalently, the mixed quantum state

por = |§|LZ 3 xy<x>xy/<x>*|y><y':'|g|' Sl (6.18)

z€Gy,y': xy(H)=x, (H)=1 y: Xy (H)=1

Next we measure in the computational basis. Then we obtain some character x, that is trivial on the
hidden subgroup H. This information narrows down the possible elements of the hidden subgroup: we can
restrict our attention to those elements g € G satisfying x,(g) = 1. The set of such elements is called the
kernel of xy,

kerx, :={g9 € G: xy(9) =1} (6.19)

it is a subgroup of G. Now our strategy is to repeat the entire sampling procedure many times and compute
the intersection of the kernels of the resulting characters. After only polynomially many steps, we claim that
the resulting subgroup is H with high probability. It clearly cannot be smaller than H (since the kernel of
every sampled character contains H), so it suffices to show that each sample is likely to reduce the size of
H by a substantial fraction until H is reached.
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Suppose that at some point in this process, the intersection of the kernels is K < G with K # H. Since
K is a subgroup of G with H < K, we have |K| > 2|H| (by Lagrange’s theorem). Because each character
Xy of G satistfying x, (H) = 1 has probability |H|/|G| of appearing, the probability that we see some ¥, for
which K < ker x, is
||g||{y€G: K <kerxy}- (6.20)
But the number of such ys is precisely |G|/| K|, since we know that if the subgroup K were hidden, we would
sample such ys uniformly, with probability |K|/|G|. Therefore the probability that we see a y for which
K < kery, is precisely |H|/| K| < 1/2. Now if we observe a y such that i £ ker x,,, then |KNker x| < |K|/2;
furthermore, this happens with probability at least 1/2. Thus, if we repeat the process O(log |G|) times, it
is extremely likely that the resulting subgroup is in fact H.

6.2 Decomposing abelian groups

To apply the above algorithm, we must understand the structure of the group G; in particular, we must be
able to apply the Fourier transform Fg. For some applications, we might not know the structure of G a
priori. But if we assume only that we have a unique encoding of each element of GG, the ability to perform
group operations on these elements, and a generating set for GG, then there is an efficient quantum algorithm
[31] that decomposes the group as

G=(m &) & &n (6.21)

in terms of generators v1,72,...,7:. Here @ denotes an internal direct sum, meaning that the groups (v;)
intersect only in the identity element; in other words, we have

G = Zy(yy)| X Lygyzy) X -+ X Ly (6.22)

Ye)l:

Given such a decomposition, it is straightforward to implement F and thereby solve HSPs in G. We might
also use this tool to decompose the structure of the hidden subgroup H output by the HSP algorithm, e.g.,
to compute |H|.

First, it is helpful to simplify the problem by reducing to the case of a p-group for some prime p. For
each given generator g of GG, we compute its order, the smallest non-negative integer r such that rg = 0
(where we are using additive notation; in multiplicative notation we would write g" = 1). Recall that there
is an efficient quantum algorithm for order finding. Furthermore, there is an efficient quantum algorithm for
factoring, so suppose we can write r = st for some relatively prime integers s,t. By Euclid’s algorithm, we
can find a, b such that as + bt = 1, so asg + btg = g. Therefore, we can replace the generator g by the two
generators sg and tg and still have a generating set. By repeating this procedure, we eventually obtain a
generating set in which all the generators have prime power order.

For a given prime p, let G, be the group generated by all the generators of G whose order is a power of
p. Then G = @p Gp: every element of G can be written as a sum of elements from the Gps (since together
they include a generating set), and since G, is a p-group (i.e., the orders of all its elements are powers of
p), Gp N G, = {0}. Thus, it suffices to focus on the generators of G, and determine the structure of this
p-group. So from now on we assume that the order of G is a power of p.

Now, given a generating set {g1,...,gq} for G, let ¢ (which is some power of p) be the largest order of
any of the generators. We consider a hidden subgroup problem in the group Zg whose solution allows us to

determine the structure of G. Define f: Zg — G by
f(@1,. . 2a) = 2191 + -+ + Taga-

Now f(z1,...,24) = f(y1,.-.,yq) if and only if (x1 —y1)g1 + -+ + (xg — ya)ga = 0, i.e., if and only if
f(@ —y) =0. The elements of G for which f takes the value 0,

K:={ze€ Zg: f(z) =0},

form a subgroup of G called the kernel of f. Using the algorithm for the hidden subgroup problem in Zg,
we can find generators for K. Suppose this generating set is W = {wy, ..., w,, }, where w; € Zfl].
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The function f is clearly a homomorphism from Zg to G, and it is also surjective (i.e., onto, meaning
that the image of f is all of ), which implies that ZZ/K > @G (this is called the first isomorphism theorem).
Thus, to determine the structure of G, it suffices to determine the structure of the quotient ZZ/K . In
particular, if ZZ/K ={(u1+K)® - D {us + K), then G = (f(u1)) ®--- D (f(us)). The final ingredient is a
polynomial-time classical algorithm that produces such a direct sum decomposition of a quotient group.

To find such a decomposition, it is helpful to view the problem in terms of linear algebra. With = € Zg,
we have ¢ + K = K (so that f(z) = 0, and there is no need to include x as a generator) if and only if
T € spang, W (recall that W is a generating set for K). We can easily modify this to allow arbitrary integer

vectors z € Z%: then z + K = K if and only if 2 € spany (W U {gey, ..., qeq}), where e; is the ith standard
basis vector. In other words, as x varies over the integer span of the vectors wy,...,wm,qe1,...,qeq, we
obtain redundant vectors.

Now we use a tool from integer linear algebra called the Smith normal form. A square integer matrix
is called wnimodular if it has determinant +1. Given an integer matrix M, its Smith normal form is a
decomposition M = UDV~! where U,V are unimodular and D = diag(1,...,1,ds,...,d,0,...0) is an
integer diagonal matrix with its positive diagonal entries satisfying dy | da | ... | d;. The Smith normal form
can be computed classically in polynomial time.

In the present context, let M be the matrix with columns w1, ..., wmn,qge1,...,qeq. Let M = UDV ! be
its Smith normal form, and let uq,...,u; be the columns of U corresponding to diagonal entries of D that
are not 0 or 1 (i.e., if the ith diagonal entry of D is not 0 or 1, the ith column of U is included). We claim
that Z¢/K = (u1 + K) & - -- & (uy + K).

Since U is nonsingular, it is clear that we still have a generating set if we take all the columns of U.
We're claiming that the columns corresponding to 0 or 1 diagonal entries of D are redundant. Let u be
the jth column of U; we know that v+ K = K (i.e., u is redundant) if u € spany cols(M) (where cols(M)
denotes the set of columns of M). Since V' is unimodular, spany cols(M) = spany cols(MV). Sou+ K =K
if u € spany cols(MV), i.e., if e; € spany cols(U " MV') = spany, cols(D). If the jth diagonal entry of D is 0
or 1, then clearly this is true, so uw + K = K. This shows that the cosets uy + K, ..., u; + K alone indeed
generate ZJ /K.

It remains to show that they generate Zg /K as a direct sum. The above argument shows that d;u; + K =
K, and this is not true for any smaller value than d;, so the order of u;+ K is d;. Now suppose ) . x;u;+K =
K. Then Y, zu; € spanycols(M) = spany cols(MV), or in other words, z € spanycols(U~'MV) =
spany, cols(D). But this implies that z; is an integer multiple of d;, which shows that (u1 +K)®- - @ (us+ K)
is indeed a direct sum decomposition.



Chapter 7

Quantum attacks on elliptic curve
cryptography

In Chapter 5 we discussed Shor’s algorithm, which can calculate discrete logarithms over any cyclic group.
In particular, this algorithm can be used to break the Diffie-Hellman key exchange protocol, which assumes
that the discrete log problem in Z; (p prime) is hard. However, Shor’s algorithm also breaks elliptic curve
cryptography, the main competitor to RSA. In this lecture we will introduce elliptic curves and show how
they give rise to abelian groups that can be used to define cryptosystems.

This lecture is only intended to be a survey of the main ideas behind elliptic curve cryptography. While
breaking such cryptosystems is a major potential application of quantum computers, only a few implemen-
tation details differ between the algorithms for discrete log over the integers and over elliptic curves; no new
quantum ideas are required.

7.1 Elliptic curves

Fix a field F whose characteristic is not equal to 2 or 3. (Cryptographic applications often use the field Fan
of characteristic 2, but the definition of an elliptic curve is slightly more complicated in this case, so we will
not consider it here.) Consider the equation

v’ =2 +ar+b (7.1)

where a,b € F are parameters. The set of points (z,y) € F? satisfying this equation, together with a special
point O called the point at infinity, is called the elliptic curve E,,. A curve is called nonsingular if its
discriminant, A := —16(4a® + 27b?), is nonzero, and we will assume that this is the case for all curves we
consider.

Figure 7.1 shows a few examples of elliptic curves over R2. Such pictures are helpful for developing
intuition. However, for cryptographic applications it is useful to have a curve whose points can be represented
exactly with a finite number of bits, so we use curves over finite fields. For simplicity, we will only consider
the case ), where p is a prime different from 2 or 3.

As an example, consider the curve

E g1 ={(z,y) €F7:y* =2® -2z +1} (7.2)

over F7. This curve has 4a® + 270> = —32 + 27 = —5 = 2mod 7, so it is nonsingular. It is tedious but
straightforward to check that the points on this curve are

E72,1 = {Oa (07 1)7 (Oa 6)7 (1a 0)» (37 1)v (37 6)7 (4v 1)7 (47 6)a (5’ 2)7 (5a 5)a (67 3)’ (6’ 4)} (73)

In general, the number of points on the curve depends on the parameters a and b. However, for large
p it is quite close to p for all curves. Specifically, a theorem of Hasse says it is p + 1 — ¢, where [t| < 2,/p.
(Note that for elliptic curves, there is a classical algorithm, Schoof’s algorithm, that computes the number
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V=t -2x+1 Y= -x+1 L -

Figure 7.1: Examples of elliptic curves over R?.

of points on the curve in time poly(logp). For more general curves defined by polynomial equations over
finite fields, there are similar estimates to the one provided by Hasse’s theorem, yet computing the precise
number of points may be a classically hard problem. But for some such curves, there is an efficient quantum
algorithm, Kedlaya’s algorithm, for counting the number of points on the curve [69].)

It turns out that an elliptic curve defines an abelian group. Specifically, there is a binary operation ‘+’
that maps a pair of points on the curve to a new point on the curve, in a way that satisfies all the group
axioms. To motivate this definition, we go back to the case where F = R (see Figure 7.2 for an illustration).
Given two points P,Q € Egp, their sum P + @ is defined geometrically, as follows. For now, assume that
neither point is O. Draw a line through the points P and @ (or, if P = @, draw the tangent to the curve
at P), and let R denote the third point of intersection (defined to be O if the line is vertical). Then P + Q
is defined as the reflection of R about the z axis (where the reflection of O is O). If one of P or Q is O,
we draw a vertical line through the other point, giving the result that P + O = P: O acts as the additive
identity. Thus we define O + O = O. Note that reflection about the z axis corresponds to negation, so we
can think of the rule as saying that the three points of intersection of any line with the curve sum to 0.

P+Q

Figure 7.2: The group operation for elliptic curves.
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It turns out that this law makes E, ; into an abelian group for which the identity is O and the inverse of
P = (z,y) is —P = (x, —y). By definition, it is clear that (E, p, +) is abelian (the line through P and @ does
not depend on which point is chosen first) and closed (we always choose P+ @ to be some point on the curve).
The only remaining group axiom to check is associativity: we must show that (P+Q)+T =P+ (Q+T).
Using a diagram of a typical curve, and picking three arbitrary points, you should be able to convince yourself
that associativity appears to hold. Actually proving it in these geometric terms requires a little algebraic
geometry.

For calculations, it is helpful to produce an algebraic description of the definition of elliptic curve point
addition. Let P = (xp,yp) and Q = (zq,yqg)- The slope of the line through P and @ (with P # Q) is

A= (7.4)
rQ —ITp

Thus the set of points (x,y) on this line is y = Ax 4 yo, where yo = yp — A\xp. Substituting this into (7.1)
gives the equation
3 = N22% 4+ (a — 2\ yo)r +b—y2 =0, (7.5)

and solving this equation with the cubic formula shows that xp + g + zr = A2. Thus we have

Tp+Q = TR (7'6)

= /\2 —Tp —IQ

2

YQ —yr
_ _ _ 7.8
<mQ_xP> Tp —TQ (7.8)
and
Yyr+Q = —Yr (7.9)
= —/\:EerQ — Yo (710)
= ANap —zp+qQ) —yp (7.11)
= Y2 TIP (4p —wpig) — yp. (7.12)
rQ —ITp

A similar formula can be derived for the case where P = @ (i.e., we are computing 2P). Tt is straightforward
to compute the slope of the tangent to the curve at P; if yp = 0 then the slope is infinite, so 2P = O, but
otherwise

312 +a
A= 7.13
2yp (7.13)
The rest of the calculation proceeds as before, and we have
Top = )\2 — Q.Z‘p (714)
3z% +a ?
=———) -2 7.15
( 2yp ) o (7.15)
and
y2p = Map — T2p) — Yp (7.16)
322 +a
= 7; (zp — 22p) — yp- (7.17)
yp

While the geometric picture does not necessarily make sense for the case where F is a finite field, we can
take its algebraic description as a definition of the + operation. Even over a finite field, it turns out that this
operation defines an abelian group. It is a nice exercise to check explicitly (say, using Mathematica) that
when addition of points is defined by these algebraic expressions, it is commutative, closed, and associative,
thereby proving that (E,p, +) is an abelian group over any field.
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7.2 Elliptic curve cryptography

Suppose we fix an elliptic curve E,; and choose a point g € E, ;. Then we can consider the subgroup (g)
(which is possibly the entire group if it happens to be cyclic). Using exponentiation in this group (which is
simply multiplication in our additive notation), we can define analogs of Diffie-Hellman key exchange and
related cryptosystems such as ElGamal. The security of such a cryptosystem then relies on the assumption
that the discrete log problem on (g) is hard.

In practice, there are many details to consider when choosing an elliptic curve for cryptographic purposes.
Algorithms are known for calculating discrete log on “supersingular” and “anomalous” curves that run faster
than algorithms for the general case, so such curves should be avoided. Also, g should be chosen to be a
point of high order—ideally, the elliptic curve group should be cyclic, and ¢ should be a generator. Such
curves can be found efficiently, and in the general case, it is not known how to solve the discrete log problem
over an elliptic curve classically any faster than by general methods (e.g., Pollard’s rho algorithm), which
run in time O(,/p).

7.3 Shor’s algorithm for discrete log over elliptic curves

It is straightforward to use Shor’s algorithm to solve the discrete log problem for an elliptic curve over F), in
time poly(log p). Points on the curve can be represented uniquely by their coordinates, with a special symbol
used to denote O, the point at infinity. Addition of points on the curve can be computed using the formulas
described above, which involve only elementary arithmetic operations in the field. The most complex of these
operations is the calculation of modular inverses, which can easily be done using the extended Euclidean
algorithm.

Elliptic curve cryptosystems are commonly viewed as being more secure than RSA for a given key size,
since the best classical algorithms for factoring run faster than the best classical algorithms for calculating
discrete log in an elliptic curve. Thus, in practice, much smaller key sizes are used in elliptic curve cryptog-
raphy than in factoring-based cryptography. Ironically, Shor’s algorithm takes a comparable number of steps
for both factoring and discrete log (regardless of the group involved), with the caveat that group operations
on an elliptic curve take more time to calculate than ordinary multiplication of integers.
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Quantum algorithms for number fields

In this and the next lecture, we will explore a natural extension of the abelian hidden subgroup problem,
namely an algorithm discovered by Hallgren for solving a quadratic diophantine equation known as Pell’s
equation [61, 67]. This algorithm is interesting for at least two reasons. First, it gives an application of
quantum algorithms to a new area of mathematics, algebraic number theory (and indeed, subsequent work
has shown that quantum computers can also efficiently solve other problems in this area). Second, it extends
the solution of the abelian HSP to the case of an infinite group, namely the real numbers.

There are two main parts to the quantum algorithm for solving Pell’s equation. First, we define a periodic
function whose period encodes the solution to the problem. To define this function, we must introduce some
notions from algebraic number theory. Second, we show how to find the period of a black-box function
defined over the real numbers even when the period is irrational.

8.1 Review: Order finding

Recall that in order finding, we are given an element g of a finite group G and our goal is to find the order
of g, the smallest » € N such that g" = 1. We consider the function f : Z — G defined by f(z) = g*. This
function is periodic with period r, and there is a quantum algorithm to efficiently find this period.

8.2 Pell’s equation
Given a squarefree integer d (i.e., an integer not divisible by any perfect square), the Diophantine equation
22 —dy* =1 (8.1)

is known as Pell’s equation. Amusingly, Pell had nothing whatsoever to do with the equation. The misat-
tribution is apparently due to Euler, who confused Pell with a contemporary, Brouncker, who had actually
worked on the equation. In fact, Pell’s equation was studied in ancient India, where (inefficient) methods
for solving it were developed about a century before Pell.

The left hand side of Pell’s equation can be factored as

2% — dy? = (x4 yVd) (z — yVd). (8.2)

Note that a solution of the equation (z,y) € Z? can be encoded uniquely as the real number = + yV/d: since
V/d is irrational, z + yv/d = w + 2v/d if and only if (z,y) = (w, z). (Proof: == V/d.) Thus we can also

z

refer to the number x + yv/d as a solution of Pell’s equation.

There is clearly no loss of generality in restricting our attention to positive solutions of the equation,
namely those for which > 0 and y > 0. It is straightforward to show that if 21 + y;V/d is a positive
solution, then (1 + y1 \/&)” is also a positive solution for any n € N. In fact, one can show that all positive
solutions are obtained in this way, where 21 +y1v/d is the fundamental solution, the smallest positive solution
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of the equation. Thus, even though Pell’s equation has an infinite number of solutions, we can in a sense
find them all by finding the fundamental solution.

Some examples of fundamental solutions for various values of d are shown in the following table. Notice
that while the size of the fundamental solution generally increases with increasing d, the behavior is far
from monotonic: for example, x; has 44 decimal digits when d = 6009, but only 11 decimal digits when
d = 6013. But it is possible for the solutions to be very large—the size of 1 + y1V/d is only upper bounded
by 90(Vdlogd) Thys it is not even possible to write down the fundamental solution with poly(logd) bits.

d T Y1
2 3 2

3 2 1

5 9 4
13 649 180
14 15 4

6009  131634010632725315892594469510599473884013975  1698114661157803451688949237883146576681644
~ 1.3 x 10%4 ~ 1.6 x 1042

6013 40929908599 527831340

To get around this difficulty, we define the regulator of the fundamental solution,
R :=In(x; + ylx/g) (8.3)

Since R = O(V/dlogd), we can write down [R] using O(logd) bits. Now R is an irrational number, so
determining only its integer part may seem unsatisfactory. But in fact, given the integer part of R, there is
a classical algorithm to compute n digits of R in time poly(logd,n). Thus it suffices to give an algorithm
that finds the integer part of R in time poly(logd). The best known classical algorithm for this problem
takes time 20(vVIegdloglogd) assuming the generalized Riemann hypothesis, or time O(d'/* poly(log d)) with
no such assumptions.

8.3 Some basic algebraic number theory

As mentioned above, there are two main parts to the quantum algorithm for Pell’s equation: first, the
definition of a periodic function over the reals whose period encodes the regulator, and second, a solution
of the period-finding problem in the case where the period might be irrational. We will start by showing
how to define the periodic function. To do this, we need to introduce some concepts from algebraic number
theory.

Given a squarefree positive integer d, the quadratic number field Q(v/d) is defined as

Q(Vd) :={x+yVd: z,y € Q}. (8.4)

You can easily check that this is a field with the usual addition and multiplication operations. We can also
define an operation called conjugation, defined by

z+yVd =z —yVd. (8.5)

Conjugation of elements of Q(\/&) has many of the same properties as complex conjugation, and indeed
Q(v/d) behaves in many respects like C, with V/d taking the place of the imaginary unit i = v/—1. Defining
the ring Z[Vd] C Q(v/d) as

ZIVd) = {x +yVd: a,y € L}, (8.6)

we see that solutions of Pell’s equation correspond to & € Z[v/d] satisfying &€ = 1.



8.4. A PERIODIC FUNCTION FOR THE UNITS OF Z[\/d] 35

Notice that any solution of Pell’s equation, & € Z[\/&], has the property that its multiplicative inverse
over Q(Vd), £~ = £/¢€ = €, is also an element of Z[v/d]. In general, an element of a ring with an inverse
that is also an element of the ring is called a unit. In Z, the only units are £1, but in other rings it is possible
to have more units. It should not be a surprise that the set of units of Z[v/d] is closely related to the set of
solutions of Pell’s equation. Specifically, we have

Proposition 8.1. & =z 4 yV/d is a unit in Z[V/d] if and only if €€ = x* — dy? = +1.

Proof. We have B
£ _ z—yJd

-1 = — = . 8.7
3 & o dy (8.7)
If 22 — dy? = +1, then clearly ¢! € Z[/d]. Conversely, if £~! € Z[v/d], then so is
— —yVd d 1
e1ET = (& —yVd)(z +yvd) _ 7 (®.5)
(22 — dy?)? 22 — dy?
which shows that 22 — dy? = +1. O

It is not hard to show that the set of all units in Z[v/d] is given by {£e} : n € Z}, where ¢; is the
fundamental unit, the smallest unit greater than 1. The proof is essentially the same as the proof that all
solutions of Pell’s equation are powers of the fundamental solution.

If we can find e, then it is straightforward to find all the solutions of Pell’s equation. If €; = z + yv/d
has z? — dy? = +1, then the units are precisely the solutions of Pell’s equation. On the other hand, if
22 — dy? = —1, then e, := €2 satisfies €26, = €52 = (—1)? = 1; in this case the solutions of Pell’s equation
are {+e3" : n € Z}. Thus our goal is to find ;. Just as in our discussion of the solutions to Pell’s equation,
€1 is too large to write down, so instead we will compute the requlator of the fundamental unit, R :=Ine;.

To define a periodic function that encodes R, we need to introduce the concept of an ideal of a ring (and
more specifically, a principal ideal). For any ring R, we say that I C R is an ideal if it is closed under integer
linear combinations and under multiplication by arbitrary elements of of R. For example, 2Z is an ideal of
Z.

We say that an ideal is principal if it is generated by a single element of the ring, i.e., if it is of the form
aR for some a € R. In the example above, 27Z is a principal ideal. (Not all ideals are principal; for example,
consider xZ[x,y] + yZ[x,y] C Z[z,y], an ideal in the ring of polynomials in z,y with integer coeflicients.)

8.4 A periodic function for the units of Z[v/d]

Principal ideals are useful because the function mapping the ring element £ € Z[\/Zl] to the principal ideal
&R is periodic, and its periodicity corresponds to the units of Z[\/&] Specifically, we have

Proposition 8.2. ¢Z[Vd] = (Z[Vd] if and only if € = Ce where € is a unit in Z[/d].

Proof. Tf € is a unit, then ¢Z[Vd] = CeZ[Vd] = CZ[Vd] since eZ[v/d] = Z[\/d] by the definition of a unit.
Conversely, suppose that ¢Z[vd] = (Z[Vd]. Since 1 € Z[\Vd], ¢ € €Z[Vd] = CZ[\Vd], so there is some
p € Z[\/d] satisfying & = Cp. Similarly, ¢ € (Z[Vd] = £Z[V/d], so there is some v € Z[v/d] satisfying { = &v.
Thus we have & = (u = &vp. This shows that vy = 1, so p and v are units (indeed, v = pu~1). O

Thus the function g(¢) = ¢Z[V/d] is (multiplicatively) periodic with period €;. In other words, letting
& = e*, the function

h(z) = e*Z[Vd] (8.9)

is (additively) periodic with period R. However, we cannot simply use this function since it is not possible
to succinctly represent the values it takes.

To define a more suitable periodic function, Hallgren uses the concept of a reduced ideal, and a way of
measuring the distance between principal ideals. The definition of a reduced ideal is rather technical, and
we will not go into the details. For our purposes, it is sufficient to note that there are only finitely many
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reduced principal ideals, and in fact only O(d) of them, so we can represent a reduced principal ideal using
poly(log d) bits.

Hallgren also uses a function that measures the distance of any principal ideal from the unit ideal, Z[\/ﬁ]
This function is defined as

8(¢Z[Vd)) :==In : mod R. (8.10)

|

Notice that the unit ideal has distance §(1Z[v/d]) = In|1/1| mod R = 0, as required. Furthermore, the
distance function does not depend on which generator we choose to represent an ideal, since (by the above
proposition) two equivalent ideals have generators that differ by some unit €, and

§(eZ[Vd]) = In ’i’ mod R =1In ‘%‘ mod R = In|e?| mod R = 21n |¢| mod R = 0. (8.11)
€ €

With this definition of distance, one can show that the reduced ideals are not too far apart, so that there is
a reduced ideal close to any non-reduced ideal.

The periodic function used in Hallgren’s algorithm, f(z), is defined as the reduced principal ideal whose
distance from the unit ideal is maximal among all reduced principal ideals of distance at most z (together
with the distance from z mod R, to ensure that the function is one-to-one within each period). In other
words, we select the reduced principal ideal “to the left of or at 2”.

This function is periodic with period R, and can be computed in time poly(logd). Thus it remains to
show how to perform period finding when the period of the function might be irrational.



Chapter 9

Period finding from Z to R

In the previous chapter, we defined a periodic function over R whose period is an irrational number (the
regulator) encoding the solutions of Pell’s equation. Here we review Shor’s approach to period finding, and
show how it can be adapted to find an irrational period.

9.1 Period finding over the integers

Shor’s factoring algorithm is based on a reduction of factoring to order finding (observed by Miller in the
1970s). This reduction is typically covered in a first course on quantum computing, so we do not discuss the
details in these notes.

In the order finding problem for a group GG, we are given an element g € G and our goal is to find the
order of g, the smallest » € N such that g" = 1. In other words, we are trying to find the smallest positive
integer r such that g% mod L = ¢®*" mod L for all z € Z. (Factoring L reduces to order finding in G = Zj,
with a random element g € Z;.) One way to approach this problem is to consider the function f: Z — G
defined by f(z) = ¢g*. This function is periodic with period r, and there is an efficient quantum algorithm
to find this period, which we now review.

Note that since the period does not, in general, divide a known number N, we cannot simply reduce this
task to period finding over Zy; rather, we should really think of it as period finding over Z (or, equivalently,
the hidden subgroup problem over Z).

Of course, we cannot hope to represent arbitrary integers on a computer with finitely many bits of
memory. Instead, we will consider the function only on the inputs {0,1,..., N — 1} for some chosen N,
and we will perform Fourier sampling over Zy. We will see that this procedure can work even when the
function is not precisely periodic over Zy. Of course, this can only have a chance of working if the period
is sufficiently small, since otherwise we could miss the period entirely. Later, we will see how to choose IV if
we are given an a priori upper bound of M on the period. If we don’t initially have such a bound, we can
simply start with M = 2 and repeatedly double M until it’s large enough for period finding to work. The
overhead incurred by this procedure is only poly(logr).

Given a value of N, we prepare a uniform superposition over {0,1,..., N — 1} and compute the function
in another register, giving

1 1
—= z) = —= |z, f(2)). (9.1)
\/Nxe{og,:zvu VN xe{o,.z,:zvu

Next we measure the second register, leaving the first register in a uniform superposition over those val-
ues consistent with the measurement outcome. When f is periodic with minimum period r, we obtain a
superposition over points separated by the period r. The number of such points, n, depends on where the
first point, zg € {0,1,...,r — 1}, appears. When restricted to {0,1,..., N — 1}, the function has | N/r| full
periods and N — | N/r| remaining points, as depicted below. Thus n = |N/r| +1if 29 < N —r|N/r] and
n = | N/r] otherwise.
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]

r r r r N—r|N/r]
Discarding the measurement outcome, we are left with the quantum state

n—1

\/* Z |l‘0 +]T (92)

where z( occurs nearly uniformly random (it appears with probability n/N) and is unknown. To obtain
information about the period, we apply the Fourier transform over Zy, giving

F Z Z wk(xo+j7“)|k \/7 Z kxo Zowjkr (93)

j=0 k€ZN kE€EZN

Now if we were lucky enough to choose a value of N for which r | N, then in fact n = N/r regardless of the
value of z, and the sum over j above is

n—1

Z Wik = Z wik (9.4)
=0

= n(Sk mod n,0- (95)

In this especially simple case, the quantum state is

D WOk mod nolk) = \f > wielk), (9.6)

ke€ln kenZ,

2

and measurement of k is guaranteed to give an integer multiple of n = N/r, with each of the r multiples
occurring with probability 1/r. But more generally, the sum over j in (9.3) is the geometric series

krn -1

P ©.7)
=0 -1
wkrn
1)k QSIII
wiy IR ﬁ (9.8)
N

The probability of seeing a particular value k is given by the normalization factor 1/nN times the magnitude

squared of this sum, namely
sh2 mkrn
Pr(k) = 0 N__ (9.9)

2 wkr
nN sin” 75

From the case where n = N/r, we expect this distribution to be strongly peaked around values of k that are
close to integer multiples of N/r. The probability of seeing k = |jN/r| = jN/r + € for some j € Z, where
|z] denotes the nearest integer to x, is

) sin®(mjn + T
r(k = [N/r]) = —— (i ) (9.10)
Jin2 mern
= bmizfv (9.11)
nN sin” =&

Now, to upper bound the denominator, we use sin?z < z2. To lower bound the numerator, observe that

since |e| < 1/2 and rn/N < 1+ O(1/n), we have || < Z + O(1/n); thus sin® T > ¢(Z<2)2 for some
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constant ¢ (in particular, we can take ¢ ~ % for large n). Thus we have

c( TEern 2
Pl = LiN/r) > (0.12)
== (9.13)
~ ; (9.14)

This bound shows that Fourier sampling produces a value of k that is the closest integer to one of the r
integer multiples of N/r with probability lower bounded by a constant.

To discover r given one of the values |jN/r], we can divide by N to obtain a rational approximation to
j/r that deviates by at most 1/2N. Then consider the continued fraction expansion

UJX]/H = ! - . (9.15)
L

a1 +
a3+...

az +

Truncating this expansion after a finite number of terms gives a convergent of the expansion. The convergents
provide a sequence of successively better approximations to |jN/r]/N by fractions that can be computed
in polynomial time (see for example Knuth’s The Art of Computer Programming, volume 2). Furthermore,
it can be shown that any fraction p/q with [p/q — |jN/r]/N| < 1/2¢* will appear as one of the convergents
(see for example Hardy and Wright, Theorem 184). Since j/r differs by at most 1/2N from |jN/r]/N, the
fraction j/r will appear as a convergent provided r? < N. By taking N is sufficiently large, this gives an
efficient means of recovering the period.

9.2 Period finding over the reals

Now suppose we are given a function f: R — S satisfying f(x +7) = f(x) for some r € R, and as usual,
assume that f is injective within each (minimal) period. Now we’ll see how to adapt Shor’s procedure to
find an approximation to r, even if it happens to be irrational.

To perform period finding on a digital computer, we must of course discretize the function. We have
to be careful about how we perform this discretization. For example, suppose that S = R. If we simply
evaluate f at equally spaced points and round the resulting values (perhaps rescaled) to get integers, there
is no reason for the function values corresponding to inputs separated by an amount close to the period to
be related in any way whatsoever. It could be that the discretized function is injective, carrying absolutely
no information about the period.

Instead we will discretize in such a way that the resulting function is pseudoperiodic. We say that
f 1 Z — S is pseudoperiodic at k € Z with period r € R if for each ¢ € Z, either f(k) = f(k + |¢r]) or
f(k) = f(k+ [fr]). We say that f is e-pseudoperiodic if it is pseudoperiodic for at least an e fraction of the
values k = 0,1,...,|r]. We assume that the discretized function is e-pseudoperiodic for some constant e,
and that it is injective on the subset of inputs where it is pseudoperiodic. Note that the periodic function
encoding the regulator of Pell’s equation can be constructed so that it satisfies these conditions.

Now let’s consider what happens when we apply Fourier sampling to a pseudoperiodic function. As before,
we will Fourier sample over Zy, with N to be determined later (again, depending on some a priori upper
bound M on the period 7). We start by computing the pseudoperiodic function on a uniform superposition:

Yool Y e f@). (9.16)

ze{0,...,N—1} ze{0,...,N—1}

Now measuring the second register gives, with constant probability, a value for which f is pseudo-periodic.
Say that this value is f(z) where 0 < 2y < r. As before, we see n = | N/r| + 1 points if xg < N —r|N/r]
or n = | N/r] points otherwise (possibly offset by 1 depending on how the rounding occurs for the largest
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value of z, but let’s not be concerned with this detail). We will write [£] to denote an integer that could be
either |£| or [¢]. With this notation, we obtain

I Yleo-+lir), (017)
)

Next, performing the Fourier transform over Zy gives

TIPS LEE LS WD SELLT 13

j=0 k€EZN kE€Zn

Now we have [jr] = jr + 0;, where —1 < §; < 1, so the sum over j is

n—1

Z klir] _ Z kjr k5 (9.19)

Jj=0

We would like this to be close to the corresponding sum in the case where the offsets §; are zero (which,
when normalized, is 2(1/1/7) by the same calculation as in the case of period finding over Z). Consider the
deviation in amplitude,

n—1
r kb r kS,
AP Zw’” Z lwn? — 1] (9.20)
=2 Z ”k‘s (9.21)
ﬂ'k5
< (9.22)
< 27;\’;”. (9.23)

At least insofar as this bound is concerned, the amplitudes may not be close for all values of k. However,
suppose we only consider values of k less than N/logr. (We will obtain such a k with probability about
1/logr, so we can condition on this event with only polynomial overhead.) For such a k, we have

- A S| =0 - oty ) (9.24)
— Q1Y) — O() (9.25)

Q(1//7). (9.26)

Thus, as in the case of period finding over Z, Fourier sampling allows us to sample from a distribution for
which some value k = [jN/r] (with j € Z) appears with reasonably large probability (now (1/ poly(logr))
instead of Q(1)).

Finally, we must obtain an approximation to r using these samples. Since r is not an integer, the
procedure used in Shor’s period-finding algorithm does not suffice. However, we can perform Fourier sampling
sufficiently many times that we obtain two values |jN/r], |j'N/r] such that j and j' are relatively prime,
again with only polynomial overhead. We prove below that if N > 3r% then j/j’ is guaranteed to be one
of the convergents in the continued fraction expansion for |jN/r]/[j' N/ r] Thus we can learn j, and hence
compute jN/|jN/r], which gives a good approximation to r: in particular, |r — |jN/|jN/r]]| < 1.

Lemma 9.1. If N > 3r?, then j/j' appears a convergent in the continued fraction expansion of [jN/r]/|i'N/r].
Furthermore, |r — |JN/|jN/r]]| < 1.
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Proof. A standard result on the theory of approximation by continued fractions says that if a,b € Z with
lv — 3] < #, then a/b appears as a convergent in the continued fraction expansion of z (see for example
Hardy and Wright, An Introduction to the Theory of Numbers, Theorem 184.) Thus it is sufficient to show

that N/ ) .
JIV/T J
=L = . 9.27
‘ TGN (5:27)
Letting |jN/r| = jN/r + p and |j'N/r| = 5’ N/r + v with |ul, |v] < 1/2, we have
UGN/ | [iNfre (0.25)
L'N/r] 4| |i'N/r+v j '
_[JNApr g
- j’N+I/T j/ (9'29)
r(uj' —vj)
= | 7S 9.30
PN o) (9:30)
r(j+4")
< | —2 31
— 2j/2N—j/T (93 )
r
< — .32
~ J'N—r/2 (9-32)

where in the last step we have assumed j < j’ wlog. This is upper bounded by 1/2;% provided j'N >
r/2 + 25"%r, which certainly holds if N > 3r? (using the fact that j' < r).

Finally
N N
r— = (9.33)
E
N
= I (9.34)
JN + pr
2
ur
-k 9.35
JN 4+ pr (9:35)
which is at most 1 in absolute value since N > 372, |u| < 1/2, and j > 1. O

9.3 Other algorithms for number fields

To conclude, we mention some further applications of quantum computing to computational algebraic number
theory.

Hallgren’s original paper on Pell’s equation [61] also solves another problem, the principal ideal problem,
which is the problem of deciding whether an ideal is principal, and if so, finding a generator of the ideal.
Factoring reduces to the problem of solving Pell’s equation, and Pell’s equation reduces to the principal ideal
problem; but no reductions in the other direction are known. Motivated by the possibility that the principal
ideal problem is indeed harder than factoring, Buchmann and Williams designed a key exchange protocol
based on it. Hallgren’s algorithm shows that quantum computers can break this cryptosystem.

Subsequently, further related algorithms for problems in algebraic number theory have been found by
Hallgren [60] and, independently, by Schmidt and Vollmer [99]. Specifically, they found polynomial-time
algorithms for computing the unit group and the class group of a number field of constant degree. These
algorithms require generalizing period finding over R to a similar problem over R¢.

More recently, some of these algorithms have been extended to the case of arbitrary-degree number fields
[44].
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Chapter 10

Quantum query complexity of the
HSP

So far, we have considered the hidden subgroup problem in abelian groups. We now turn to the case where
the group might be nonabelian. We will look at some of the potential applications of the HSP, and then
show that the general problem has polynomial quantum query complexity.

10.1 The nonabelian HSP and its applications

Recall that in the hidden subgroup problem for a group G, we are given a black box function f: G — S,
where S is a finite set. We say that f hides a subgroup H < G provided

f(z) = f(y) if and only if 2~y € H. (10.1)

In other words, f is constant on left cosets H,g1H,g2H, ... of H in G, and distinct on different left cosets.
When G is a nonabelian group, we refer to this problem as the nonabelian HSP.

The nonabelian HSP is of interest not only because it generalizes the abelian case in a natural way, but
because a solution of certain nonabelian hidden subgroup problems would have particularly useful applica-
tions. The most well-known (and also the most straightforward) applications are to the graph automorphism
problem and the graph isomorphism problem, problems for which no efficient classical algorithm is currently
known.

In the graph automorphism problem, we are given a graph I' on n vertices, and the goal is to determine
whether it has some nontrivial automorphism. In other words, we would like to know whether there is any
nontrival permutation 7 € S,, such that 7(I') = I'. The automorphisms of I" form a subgroup AutT’ < S,,;
if AutT is trivial then we say T is rigid. We may cast the graph automorphism problem as an HSP over
Sp by considering the function f(7) := 7(I'), which hides AutT". If we could solve the HSP in S,,, then by
checking whether or not the automorphism group is trivial, we could decide graph automorphism.

In the graph isomorphism problem, we are given two graphs I', IV, each on n vertices, and our goal is to
determine whether there is any permutation 7 € S,, such that 7(T') = I, in which case we say that I" and
IV are isomorphic. We can cast graph isomorphism as an HSP in the wreath product S, ¢ Sy < S, the
subgroup of Ss,, generated by permutations of the first n points, permutations of the second n points, and
swapping the two sets of points. Writing elements of S,, ¢ S2 in the form (o, 7,b) where 0,7 € S,, represent
permutations of T', T, respectively, and b € {0,1} denotes whether to swap the two graphs, we can define a
function
(o(I),7(I")) b=0

(o(I),7(I)) b=1. (10.2)

flo,7,b) = {
This function hides the automorphism group of the disjoint union of I' and I, which contains an element
that swaps the two graphs if and only if they are isomorphic. In particular, if ' and T" are rigid (which
seems to be the hardest case for the HSP approach to graph isomorphism), the hidden subgroup is trivial
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~1.1), when

when T', T” are non-isomorphic; and has order two, with its nontrival element the involution (m, 7
I =n=(T).

The second major potential application of the hidden subgroup problem is to lattice problems. An n-
dimensional lattice is the set of all integer linear combinations of n linearly independent vectors in R™ (a basis
for the lattice). In the shortest vector problem, we are asked to find a shortest nonzero vector in the lattice.
In particular, in the g(n)-unique shortest vector problem, we are promised that the shortest nonzero vector is
unique (up to its sign), and is shorter than any other non-parallel vector by a factor g(n). This problem can
be solved in polynomial time on a classical computer if g(n) is sufficiently large (say, if it is exponentially
large), and is NP-hard if g(n) = O(1). Less is known about intermediate cases, but the problem is suspected
to be classically hard even for g(n) = poly(n), to the extent that cryptosystems have been designed based
on this assumption.

Regev showed that an efficient quantum algorithm for the dihedral hidden subgroup problem based on
the so-called standard method (described below) could be used to solve the poly(n)-unique shortest vector
problem. Such an algorithm would be significant since it would break lattice cryptosystems, which are some
of the few proposed cryptosystems that are not compromised by Shor’s algorithm.

So far, only the symmetric and dihedral hidden subgroup problems are known to have significant ap-
plications. Nevertheless, there has been considerable interest in understanding the complexity of the HSP
for general groups. There are at least three reasons for this. First, the problem is simply of fundamental
interest: it appears to be a natural setting for exploring the extent of the advantage of quantum computers
over classical ones. Second, techniques developed for other HSPs may eventually find application to the sym-
metric or dihedral groups. Finally, exploring the limitations of quantum computers for HSPs may suggest
cryptosystems that could be robust even to quantum attacks.

10.2 The standard method

Nearly all known algorithms for the nonabelian hidden subgroup problem use the black box for f in essentially
the same way as in the abelian HSP. This approach has therefore come to be known as the standard method.
In the standard method, we begin by preparing a uniform superposition over group elements:

= 10.3
|G) \/lﬁ > o) (10.3)

geG

We then compute the value f(g) in an ancilla register, giving the state

g, f(g (10.4)
yrapIL

Finally, we measure the second register and discard the result (or equivalently, simply discard the second
register). If we obtain the outcome s € S, then the state is projected onto the uniform superposition of those
g € G such that f(g) = s, which by the definition of f is simply some left coset of H. Since every coset
contains the same number of elements, each left coset occurs with equal probability. Thus this procedure
produces the coset state

|gH) = Z |gh) with g € G uniformly random (10.5)
|H | herr

(or, equivalently, we can view g as being chosen uniformly at random from some left transversal of H in G).
Depending on context, it may be more convenient to view the outcome either as a random pure state, or
equivalently, as the mixed quantum state

pH = |G‘Z|gH (gH| (10.6)
geG

which we refer to as a hidden subgroup state. In the standard approach to the hidden subgroup problem, we
attempt to determine H using samples of this hidden subgroup state. In other words, given p%k for some
k = poly(log |G|), we try to find a generating set for H.
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10.3 Query complexity of the HSP

As a first step toward understanding the quantum complexity of the HSP, we can ask how many queries
of the hiding function are required to solve the problem. If we could show that an exponential number of
quantum queries were required, then we would know that there was no efficient quantum algorithm. But
it turns out that this is not the case: as shown by Ettiner, Hgyer, and Knill, poly(log|G|) queries to f
suffice to determine H [46]. In particular, they showed this within the framework of the standard method:
pgpdy 1og |G ontains enough information to recover H. Of course, this does not necessarily mean that the
quantum computational complexity of the HSP is polynomial, since it is not clear in general how to perform
the quantum post-processing of the hidden subgroup states efficiently. Nevertheless, this is an important
observation since it already shows a difference between quantum and classical computation, and offers some
clues as to how we might design efficient quantum algorithms.

To show that the query complexity of the HSP is polynomial, it is sufficient to show that the (single-copy)
hidden subgroup states are pairwise statistically distinguishable, as measured by the quantum fidelity

F(p,p') = tr|y/p\/p'|. (10.7)
This follows from a result of Barnum and Knill [16], who showed the following.

Theorem 10.1. Suppose p is drawn from an ensemble {p1,...,pn}, where each p; occurs with some fized
prior probability p;. Then there exists a quantum measurement (namely, the so-called pretty good measure-
ment) that identifies p with probability at least

1-N, /mng(pi,pj)- (10.8)
17]

In fact, by the minimax theorem, this holds even without assuming a prior distribution for the ensemble.

Given only one copy of the hidden subgroup state, (10.8) will typically give only a trivial bound. However,
by taking multiple copies of the hidden subgroup states, we can ensure that the overall states are nearly
orthogonal, and hence distinguishable. In particular, using k copies of p, we see that there is a measurement
for identifying p with probability at least

(2

1— N, [max F(p2* p%%) =1 — N _[max F(pi, pj)* (10.9)
i#j J i#j

(since the fidelity is multiplicative under tensor products). Setting this expression equal to 1 — € and solving
for k, we see that arbitrarily small error probability € can be achieved provided we use

[ 2(log N — loge) —‘
~ | log (1/ max;«; F(pi, pj))

(10.10)

copies of p.

Provided that G does not have too many subgroups, and that the fidelity between two distinct hidden
subgroup states is not too close to 1, this shows that polynomially many copies of py suffice to solve the
HSP. The total number of subgroups of G is 20(log” IGD) | which can be seen as follows. Any group K can be
specified in terms of at most log, | K| generators, since every additional (non-redundant) generator increases
the size of the group by at least a factor of 2 (by Lagrange’s Theorem). This implies that every subgroup of
G can be specified by a subset of at most log, |G| elements of G, so the number of subgroups of G is upper
bounded by |G['°#2 Gl = 2(0821GD* " This shows that we can take log N = poly(log|G|) in (10.10). Thus
k = poly(log |G|) copies of py suffice to identify H with constant probability provided the maximum fidelity
is bounded away from 1 by at least 1/ poly(log|G|).

To upper bound the fidelity between two states p, p’, consider the two-outcome measurement that projects
onto the support of p or its orthogonal complement. The classical fidelity of the resulting distribution is an
upper bound on the quantum fidelity, so

F(p. ) < /ot + /tr(1 — T0,)p) tr((1 — TI,)g) (10.11)

= JirILp. (10.12)
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where II, denotes the projector onto the support of p.
Now consider the fidelity between py and pg for two distinct subgroups H, H' < G. Let |H| > |H'|
without loss of generality. We can write (10.6) as

1 H
i = i 3 laH) o] = 'G|' S lgH) (gH]. (10.13)
geG 9€Ts

where Ty denotes some left transversal of H in G. Since the right-hand expression is a spectral decomposition
of py, we have

1
M, = Y |gH)(gH| = 0 > lgH)(gH]|. (10.14)
9€TH geG
Then we have
F(pm, pr)? < trl,, pr (10.15)
1
RE > WgH|g'H')P (10.16)
g9,9'€G
1 lgH N g'H'|?
- 10.1
1G] 2=, (A AT (10-47)
9,9'€G
1
= A T > lgHNngH']”. (10.18)
9,9'€G
Now
lgHNg H'| = |{(h,h') € Hx H : gh=g'h'}| (10.19)
=|{(h,h) e Hx H :hh =g~ '¢'}| (10.20)
|[HNH'| ifg'gc HH'
— {0 gy’ & HE (10.21)
SO
> lgHNgH'|>=|G|-|HH'|- |H N H'|? (10.22)
9,9'€G
= |G| |H|-|H'|-|HnH. (10.23)
Thus we have
G|-|H|-|H'|- |HNH'|
F N2 = | 10.24
|HNH|
- S (10.25)
1
<5 (10.26)

This shows that F(pgr, prr) < 1/4/2, thereby establishing that the query complexity of the HSP is poly(log |G|).
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Fourier analysis in nonabelian groups

We have seen that hidden subgroup states contain sufficient information to determine the hidden subgroup.
Now we would like to know whether this information can be extracted efficiently. In this lecture, we will
introduce the theory of Fourier analysis over general groups, an important tool for getting a handle on this
problem.

11.1 A brief introduction to representation theory

To understand nonabelian Fourier analysis, we first need to introduce some notions from group representation
theory. For further information on this subject, a good basic reference is the book Linear Representations
of Finite Groups by Serre [101].

A linear representation (or simply representation) of a group G over the vector space C" is a homomor-
phism o: G — GL(C"), i.e., a map from group elements to nonsingular n X n complex matrices satisfying
o(x)o(y) = o(xy) for all z,y € G. Clearly, o(1) = 1 and o(z™ 1) = o(z)~!. We call C" the representation
space of o, where n is called its dimension (or degree), denoted d,.

Two representations o and ¢’ with representation spaces C™ are called isomorphic (denoted o ~ o) if
there is an invertible linear transformation M € C™*" such that Mo(z) = o’(x)M for all z € G. Otherwise
they are called non-isomorphic (denoted o o ¢’). In particular, representations of different dimensions are
non-isomorphic. Every representation of a finite group is isomorphic to a unitary representation, i.e., one for
which o(x)~! = o(x)! for all z € G. Thus we can restrict our attention to unitary representations without
loss of generality.

The simplest representations are those of dimension one, such that o(z) € C with |o(z)| =1 for all z € G.
Every group has a one-dimensional representation called the trivial representation, defined by o(z) = 1 for
all z € G.

Two particularly useful representations of a group G are the left regular representation and the right
regular representation. Both of these representations have dimension |G|, and their representation space is
the group algebra CG, the |G|-dimensional complex vector space spanned by basis vectors |z) for € G.
The left regular representation L satisfies L(z)|y) = |zy), and the right regular representation R satisfies
R(z)|y) = |yx~1). In particular, both regular representations are permutation representations: each of their
representation matrices is a permutation matrix.

Given two representations o: G — V and ¢’: G — V', we can define their direct sum, a representation
oc®o’: G— V@V’ of dimension dyay = dy +d,r. The representation matrices of o @ o’ are block diagonal,
of the form

(0 ®o')(z) = ( U%‘T) U,(()x) ) (1L.1)

for all x € G.

A representation is called irreducible if it cannot be decomposed as the direct sum of two other represen-
tations. Any representation of a finite group G can be written as a direct sum of irreducible representations
(or irreps) of G.
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Another way to combine two representations is with the tensor product. The tensor product of 0: G — V
and o’: G —>V'iso®c': G—=V @V’ arepresentation of G of dimension dy gy = dydy

The character of a representation ¢ is the function x,: G — C defined by x,(z) := tro(z). We have

e X,(1) =d, (since o(1) is 14, the d-dimensional identity matrix)

e Xo(x71) = x,(x)* (since we can assume that o is unitary), and

o X, (yx) = xo(ay) for all z,y € G (since the trace is cyclic).
In particular, x, (yacy’l) = xo(z), so characters are constant on conjugacy classes. For two representations
g, U'/, we have Xoaor = Xo + Xor and Xogo! = Xo * Xo'-

The most useful result in representation theory is probably Schur’s Lemma, which can be stated as
follows:

Theorem 11.1 (Schur’s Lemma). Let o and o' be two irreducible representations of G, and let M € Cd=*dar

be a matriz satisfying o(x)M = Mc'(x) for allx € G. Then if o % o', M =0; and if o = o', M is a scalar
multiple of the identity matriz.

Schur’s Lemma can be used to prove the following orthogonality relation for irreducible representations:

Theorem 11.2 (Orthogonality of irreps). For two irreps o and o' of G, we have

|G| Y ol )it jr = 60,000i,i0 0,57, (11.2)

zeG
where we interpret 6 5 to mean 1 if o ~ o', and 0 otherwise.

This implies a corresponding orthogonality relation for the irreducible characters (i.e., the characters of
the irreducible representations):

Theorem 11.3 (Orthogonality of characters). For two irreps o and o’ of G, we have

(Xm XU = |G| Z XU XJ ) = 60,0’- (11'3)

zeG

The characters of G supply an orthonormal basis for the space of class functions, functions that are constant
on conjugacy classes of G. (Recall that the characters themselves are class functions.) This is expressed by
the orthonormality of the character table of G, the square matrix whose rows are labeled by irreps, whose
columns are labeled by conjugacy classes, and whose entries are the corresponding characters. The character
orthogonality theorem says that the rows of this matrix are orthonormal, provided each entry is weighted
by the square root of the size of the corresponding conjugagcy class divided by |G|. In fact the columns are
orthonormal in the same sense.

Any representation of G can be broken up into its irreducible components. The regular representations
of G are useful for understanding such decompositions, since they contain every possible irreducible repre-
sentation of GG, with each irrep occuring a number of times equal to its dimension. Let G denote a complete
set of irreps of G (which are unique up to isomorphism). Then we have

L@ (c®@l,), R=EP (14, @) (11.4)
oel oe@

In fact, this holds with the same isomorphism for both L and R, since the left and right regular representations
commute. This isomorphism is simply the Fourier transform over G, which we discuss further below.
Considering x1(1) = xr(1) = |G| and using this decomposition, we find the well-known identity

> dz=1a|. (11.5)
oel
Also, noting that xr(x) = xr(z) =0 for any z € G\ {1}, we see that

> do xo(x) = 0. (11.6)

UEG
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In general, the multiplicity of the irrep o € G in an arbitrary representation 7 of G is given by u? =
(Xo» X+)- This gives the decomposition
r=2@oel,. (11.7)

aeé

Characters also provide a simple test for irreducibility: for any representation o, (x,, X+ ) is & positive integer,
and is equal to 1 if and only if ¢ is irreducible.

Any representation o of G can also be viewed as a representation of any subgroup H < G, simply by
restricting its domain to elements of H. We denote the resulting restricted representation by Res$ o. Even
if o is irreducible over G, it may not be irreducible over H.

11.2 Fourier analysis for nonabelian groups

The Fourier transform is a unitary transformation from the group algebra, CG, to a complex vector space
whose basis vectors correspond to matrix elements of the irreps of G, € ((Cd ® C%). These two spaces
have the same dimension by (11.5).

The Fourier transform of the basis vector |x) € CG corresponding to the group element z € G is a
weighted superposition over all irreducible representations o € G , namely

oel@

(11.8)

=3 Jine

where |o) is a state that labels the irreducible representation, and |o(z)) is a normalized, d%-dimensional
state whose amplitudes correspond to the entries of the matrix o(z)/+/dy:

ds .
D)= Y TR k), (11.9)

jk=1

(If o is one-dimensional, then |o(x)) is simply a phase factor o(z) = x,(z) € C with |o(z)| = 1.) The Fourier
transform over G is the unitary matrix

Fg =Y |i)(a] (11.10)

e
=2 Z Z T)jk |0, J, k) (xl. (11.11)
z€G 4 Jk 1

Note that the Fourier transform over G is not uniquely defined, but rather, depends on a choice of basis for
each irreducible representation.
It is straightforward to check that Fg is indeed a unitary transformation. Using the identity

(cW)lo(z)) = tro'(y)o(z)/dy (11.12)
=tro(y '2)/d, (11.13)
= Xo(y'2)/do, (11.14)
we have

(&) = 3 & lowlota) (11.15)

oeé
=> %Xg(y_lx). (11.16)

JEG
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F¢ is precisely the transformation that decomposes both the left and right regular representations of G
into their irreducible components. Let us check this explicitly for the left regular representation L. Recall
that this representation satisfies L(z)|y) = |xy), so we have

L(z) :== Fg L(x) F}, (11.17)
= Z |zy) (9 (11.18)
yeG
d(‘ll
- Z Z Z Z xy)] kO (y);’,k’ |Jv jv k><0'/,j/7 k/| (].1].9)
yEGO' o’'e@ Jk=1j"k'=1
= Z Z Z Z )0 W)er ' W) wlo, g k) (o', 5 K| (11.20)

IGI

yGGUUeG],kZ 145/ ,k'=1

= Z (@)jelo, g, k) (o, €, k| (11.21)

oceG ik =1

=P (o(z) @ 14,) (11.22)

oe@@

where in the fourth line we have used the orthogonality relation for irreducible representations.
A similar calculation can be done for the right regular representation defined by R(z)|y) = |yx~!), giving

R(x) == Fg R(x) FJ, (11.23)
=P (Is, ® o(x)"). (11.24)
UGG

This identity will be useful when analyzing the application of the quantum Fourier transform to the hidden
subgroup problem.

To use the Fourier transform as part of a quantum computation, we must be able to implement it efficiently
by some quantum circuit. Efficient quantum circuits for the quantum Fourier transform are known for many,
but not all, nonabelian groups. Groups for which an efficient QFT is known include metacyclic groups (i.e.,
semidirect products of cyclic groups), such as the dihedral group; the symmetric group; and many families
of groups that have suitably well-behaved towers of subgroups. There are a few notable groups for which
efficient QFTs are not known, such as the general linear group GL,(g) of n x n invertible matrices over Fy,
the finite field with ¢ elements.
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Fourier sampling

In this lecture, we will see how the Fourier transform can be used to simplify the structure of the states
obtained in the standard approach to the hidden subgroup problem. In particular, we will see how weak
Fourier sampling is sufficient to identify any normal hidden subgroup (generalizing the solution of the abelian
HSP). We will also briefly discuss the potential of strong Fourier sampling to go beyond the limitations of
weak Fourier sampling.

12.1 Weak Fourier sampling

Recall that the standard approach to the HSP allows us to produce a coset state
|gH) Z lgh (12.1)
heH
where each g € G occurs uniformly at random; or equivalently, the hidden subgroup state
1
pir = = 3 lgH) (gH|. (12.2)
Gl 2=

The symmetry of such a state can be exploited using the quantum Fourier transform. In particular, we
have

gH) = > R(h)lg) (12.3)

1
VIH i

where R is the right regular representation of G. Thus the hidden subgroup state can be written

o= [T 2 O Rla)glR()! (12.4)

geGh h'eH
1
= R(hh/ 1 12.5
R(h 12.6

heH

Since the right regular representation is block-diagonal in the Fourier basis, the same is true of py. In
particular, we have

pu = Fa pu F, (12.7)
\GIEB o, ® o(H)") (12.8)
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where
o(H) =Y o(h). (12.9)
heH
Since pg is block diagonal, with blocks labeled by irreducible representations, we may now measure
the irrep label without loss of information. This procedure is referred to as weak Fourier sampling. The
probability of observing representation o € G under weak Fourier sampling is

Pr(o) = ﬁtr (I, ® o(H)") (12.10)
_ |d5| S ()" (12.11)

heH
= S (1212)

or in other words, d,|H|/|G| times the number of times the trivial representation appears in Resg o, the
restriction of o to H. We may now ask whether polynomially many samples from this distribution are
sufficient to determine H, and if so, whether H can be reconstructed from this information efficiently.

12.2 Normal subgroups

If G is abelian, then all of its representations are one-dimensional, so weak Fourier sampling reveals all
of the available information about pg. (In this case there is no difference between weak Fourier sampling
and strong Fourier sampling, which we will discuss later.) Indeed, for an abelian group, we saw that the
information provided by Fourier sampling can be used to efficiently determine H.

Weak Fourier sampling succeeds for a similar reason whenever H is a normal subgroup of G (denoted
H <G), i.e., whenever gHg™' = H for all g € G [59]. In this case, the hidden subgroup state within the
irrep o € G is proportional to

o(H)" = — Z o(ghg™)*. (12.13)

| | geG,heH

This commutes with o(g)* for all ¢ € G, so by Schur’s Lemma, it is a multiple of the identity. Thus pg
is proportional to the identity within each block, and again weak Fourier sampling reveals all available
information about H.

Furthermore, when H < G, the distribution under weak Fourier sampling is a particularly simple gener-
alization of the abelian case: we have

2 <
Pr(0) = {d0|H|/|G| H < keto (12.14)

0 otherwise,

where kero := {g € G : 0(g) = I, } is the kernel of the representation o (a normal subgroup of G). To see
this, note that if H £ ker o, then there is some b’ € H with o(h’) # 1; but then o(h/)o(H) = >, .y o(h'h) =
o(H), and since o(h') is unitary and o(H) is a scalar multiple of the identity, this can only be satisfied if in
fact o(H) = 0. On the other hand, if H < ker o, then x,(h) = d, for all h € H, and the result is immediate.

To find H, we can simply proceed as in the abelian case: perform weak Fourier sampling O(log |G|) times
and compute the intersection of the kernels of the resulting irreps (assuming this can be done efficiently).
Again, it is clear that the resulting subgroup contains H, and we claim that it is equal to H with high
probability. For suppose that at some stage during this process, the intersection of the kernels is K <G with
K # H; then the probability of obtaining an irrep ¢ for which K < kero is

|H| o [H|l _1
— d: = +— < = 12.15
|G| U:Kzgl:«:ra ’ |K‘ o2 ( )

where we have used the fact that the distribution (12.14) remains normalized if H is replaced by any normal
subgroup of G. Since each repetition of weak Fourier sampling has a probability of at least 1/2 of cutting
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the intersection of the kernels at least in half, O(log |G|) repetitions suffice to converge to H with substantial
probability. In fact, applying the same approach when H is not necessarily normal in G gives an algorithm
to find the normal core of H, the largest subgroup of H that is normal in G.

This algorithm can be applied to find hidden subgroups in groups that are “close to Abelian” in a certain
sense. In particular, Grigni et al. showed that if x(G), the intersection of the normalizers of all subgroups of
G, is sufficiently large—specifically, if |G|/|(G)| = 20008"%n) such as when G = Zs3 x Zgn—then the HSP
in G can be solved in polynomial time [56]. The idea is simply to apply the algorithm for normal subgroups
to the restriction of G to all subgroups containing x(G); the union of all subgroups obtained in this way
gives the hidden subgroup with high probability. This result was subsequently improved (by Gavinsky) to
give a polynomial-time quantum algorithm whenever |G|/|x(G)| = poly(log |G]).

12.3 Strong Fourier sampling

Despite the examples we have just discussed, weak Fourier sampling does not provide sufficient information
to recover the hidden subgroup for the majority of hidden subgroup problems. For example, weak Fourier
sampling fails to solve the HSP in the symmetric group and the dihedral group.

To obtain more information about the hidden subgroup, we can perform a measurement on the d?2-
dimensional state that results when weak Fourier sampling returns the outcome o. Such an approach is
referred to as strong Fourier sampling.

Recall that the state pgy from (12.8) is maximally mixed over the row register, as a consequence of the
fact that the left and right regular representations commute. Thus we may discard this register without loss
of information, so that strong Fourier sampling is effectively faced with the d,-dimensional state

@y
Pt e () (12.16)

In fact, this state is proportional to a projector whose rank is simply the number of times the trivial
representation appears in Resg o*. This follows because

o(H)? = Y o(hd)=|H|o(H), (12.17)
h,h'€H

which gives
-2 |H]|

Pie = = s PHos
the > hew Xo(h) 7

so that pp,, is proportional to a projector with rank(pm.o) = > ey Xo(R)*/|H|.

It is not immediately clear how to choose a good basis for strong Fourier sampling, so a natural first
approach is to consider the effect of measuring in a random basis (i.e., a basis chosen uniformly with respect
to the Haar measure over C% ). There are a few cases in which such random strong Fourier sampling produces
sufficient information to identify the hidden subgroup—in particular, Sen showed that it succeeds whenever
rank(jr.») = poly(log |G]) for all o € G [100].

However, in many cases random strong Fourier sampling is unhelpful. For example, Grigni et al. showed
that if H is sufficiently small and G is sufficiently non-Abelian (in a certain precise sense), then random
strong Fourier sampling is not very informative [56]. In particular, they showed this for the problem of
finding hidden involutions in the symmetric group. Another example was provided by Moore et al., who
showed that random strong Fourier sampling fails in the metacyclic groups Z, x Z, (subgroups of the affine
group Z, x ) when ¢ < p'~¢ for some € > 0 [86].

Even when measuring in a random basis is information-theoretically sufficient, it does not give an efficient
quantum algorithm, since it is not possible to efficiently measure in a random basis. It would be interesting to
find informative pseudo-random bases that can be implemented efficiently. However, in the absence of such
techniques, we can instead hope to find explicit bases in which strong Fourier sampling can be performed
efficiently, and for which the results give a solution of the HSP. The first such algorithm was provided by
Moore et al., for the aforementioned metacyclic groups, but with ¢ = p/ poly(log p) [86]. Note that for these

(12.18)
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values of p,q, unlike the case ¢ < p'~¢ mentioned above, measurement in a random basis is information-

theoretically sufficient. Indeed, we do not know of any example of an HSP for which strong Fourier sampling
succeeds, yet random strong Fourier sampling fails; it would be interesting to find any such example (or to
prove that none exists).

Note that simply finding an informative basis is not sufficient; it is also important that the measurement
results can be efficiently post-processed. This issue arises not only in the context of measurement in a
pseudo-random basis, but also in the context of certain explicit bases. For example, Ettinger and Hgyer
gave a basis for the dihedral HSP in which a measurement gives sufficient classical information to infer the
hidden subgroup, but no efficient means of post-processing this information is known [45].

For some groups, it turns out that strong Fourier sampling simply fails. Moore, Russell, and Schulman
showed that, regardless of what basis is chosen, strong Fourier sampling provides insufficient information
to solve the HSP in the symmetric group [85]. Specifically, they showed that for any measurement basis
(indeed, for any POVM applied to a hidden subgroup state), the distribution of outcomes in the cases where
the hidden subgroup is trivial and where the hidden subgroup is an involution are exponentially close. Thus,
in general one has to consider entangled measurements on multiple copies of the hidden subgroup states.
(Indeed, entangled measurements on Q(log|G|) copies may be necessary, as Hallgren et al. showed for the
symmetric group [58].) In the next two lectures, we will see some examples of quantum algorithms for the
HSP that make use of entangled measurements.
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Kuperberg’s algorithm for the
dihedral HSP

We now discuss a quantum algorithm for the dihedral hidden subgroup problem. No polynomial-time algo-
rithm for this problem is known. However, Kuperberg gave a quantum algorithm that runs in subexponential

(though superpolynomial) time—specifically, it runs in time 20(/log|G1) [74].

13.1 The HSP in the dihedral group

The dihedral group of order 2N, denoted Dy, is the group of symmetries of a regular N-gon. It has the
presentation
Dy = (r,s:r?=s =1, rsr =s71). (13.1)

Here r can be thought of as a reflection about some fixed axis, and s can be thought of as a rotation of the
N-gon by an angle 27/N.

Using the defining relations, we can write any group element in the form s*r® where x € Zy and a € Zs.
Thus we can equivalently think of the group as consisting of elements (x,a) € Zx x Zs. Since

(5%r)(s¥7b) = §%ros¥rapet? (13.2)
= 5%~V ypatb (13.3)
= s?H (=D ypatd (13.4)

the group operation ‘-’ on such elements can be expressed as
($7 CL) : (yvb) = (LC + (_l)ayv a+ b) (135)

(In particular, this shows that the dihedral group is the semidirect product Zy x, Zg, where p: Zy —
Aut(Zy) is defined by ¢(a)(y) = (—1)%y.) It is also easy to see that the group inverse is

(z,a) "t = (=(=1),a). (13.6)

The subgroups of Dy are either cyclic or dihedral. The possible cyclic subgroups are of the form {(x,0))
where x € Zy is either 0 or some divisor of N. The possible dihedral subgroups are of the form ((y, 1)) where
y € Zn, and of the form ((x,0), (y,1)) where x € Zy is some divisor of N and y € Z,. A result of Ettinger
and Hgyer reduces the general dihedral HSP, in which the hidden subgroup could be any of these possibilities,
to the dihedral HSP with the promise that the hidden subgroup is of the form ((y,1)) = {(0,0), (y, 1)}, i.e.,
a subgroup of order 2 generated by the reflection (y,1).

The basic idea of the Ettinger-Hgyer reduction is as follows. Suppose that f: Dy — S hides a subgroup
H = ((2,0),(y,1)). Then we can consider the function f restricted to elements from the abelian group
Zn % {0} < Dp. This restricted function hides the subgroup ((x,0)), and since the restricted group is
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abelian, we can find z efficiently using Shor’s algorithm. Now ((x,0)) < Dy (since (z,a)(z,0)(z,a)"! =
(z+ (=1)%z,a)(—(-1)*2,a) = ((—1)*x,0) € Zx x {0}), so we can define the quotient group Dy /{(z,0)).
But this is simply a dihedral group (of order 2N/(N/z) = 2xz), and if we now define a function f’ as f
evaluated on some coset representative, it hides the subgroup ((y,1)). Thus, in the rest of this lecture, we
will assume that the hidden subgroup is of the form ((y, 1)) for some y € Zy without loss of generality.

13.2 Fourier sampling in the dihedral group

When the hidden subgroup is H = {((y, 1)), one particular left transversal of H in G consists of the left coset
representatives (z,0) for all z € Zy. The coset state corresponding to the coset (z,0)H is

%(\z,@) Fly+ 2 1)), (13.7)

We would like to determine y using samples of this state.

We have seen that to distinguish coset states in general, one should start by performing weak Fourier
sampling: apply a Fourier transform over G and then measure the irrep label. However, in this case we will
instead simply Fourier transform the first register over Zy, leaving the second register alone. It is possible
to show that measuring the first register of the resulting state is essentially equivalent to performing weak
Fourier sampling over Dy (and discarding the row register), but for simplicity we will just consider the
abelian procedure.

Fourier transforming the first register over Zy, we obtain

|(Zv O){(Ov 0)7 (y’ 1)}> =

(Fry ® I)|(,0)H) = K1, 0) + wi ", 1) (13.8)

i 2

fz WK IR) ® ﬁ<|o>+wfé'u>>. (13.9)
k€Zn

If we then measure the first register, we obtain one of the IV values of k£ uniformly at random, and we are
left with the post-measurement state

1 k

Yn) = ﬁ(m + ¥ (1), (13.10)
Thus we are left with the problem of determining y given the ability to produce single-qubit states |¢y) of
this form (where k is known).

13.3 Combining states

It would be very useful if we could prepare states |iy) with particular values of k. For example, if we could
prepare the state [1hy/2) = %(\0} + (—1)¥]1)), then we could learn the parity of y (i.e., its least significant

bit) by measuring in the basis of states |£) := (|0) |1))/+/2. The main idea of Kuperberg’s algorithm is to
combine states of the form (13.10) to produce new states of the same form, but with more desirable values
of k.

To combine states, we can use the following procedure. Given two states [¢,) and [¢,), perform a
controlled-not gate from the former to the latter, giving

[, q) = =(10,0) + w¥P|1,0) + w0, 1) + WP 9|1, 1)) (13.11)

[\J\P—‘

(10,0) + w¥P|1, 1) + w¥9]0, 1) + w91, 0)) (13.12)

,_.l\')\»—l

7(|¢p+qa 0) + Wi [¥p—g,1))- (13.13)
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Then a measurement on the second qubit leaves the first qubit in the state [1,14) (up to an irrelevant global
phase), with the + sign occurring when the outcome is 0 and the — sign occurring when the outcome is 1,
each outcome occurring with probability 1/2.

This combination operation has a nice representation-theoretic interpretation: the state indices p and ¢
can be viewed as labels of irreducible representations of Dy, and the extraction of |¢p+,) can be viewed as
decomposing their tensor product (a reducible representation of Dy ) into one of two irreducible components.

13.4 The Kuperberg sieve

Now we are ready to describe how the algorithm works. For simplicity, we will assume from now on that
N = 2™ is a power of 2. For such a dihedral group, it is actually sufficient to be able to determine
the least significant bit of y, since such an algorithm could be used recursively to determine all the bits
of y. This can be seen as follows. The group Dy contains two subgroups isomorphic to Dy/s, namely
{(22,0),(22,1): € Zyy2} and {(22,0), (22 + 1,1): © € Zy/5}. The hidden subgroup is a subgroup of the
former if y has even parity, and of the latter if y has odd parity. Thus, once we learn the parity of y, we
can restrict our attention to the appropriate Dy /o subgroup. The elements of either Dy, subgroup can be
represented using only n — 1 bits, and finding the least significant bit of the hidden reflection within this
subgroup corresponds to finding the second least significant bit of y in Dy. Continuing in this way, we can
learn all the bits of y with only n iterations of an algorithm for finding the least significant bit of the hidden
reflection.

The idea of Kuperberg’s algorithm is to start with a large number of states, and collect them into pairs
[tp), |1q) that share many of their least significant bits, such that |¢,_4) is likely to have many of its least
significant bits equal to zero. Trying to zero out all but the most significant bit in one shot would require
an exponential running time, so instead we will proceed in stages, only trying to zero some of the least
significant bits in each stage; this will turn out to give an improvement.

Specifically, the algorithm proceeds as follows:

1. Prepare ©(16V™) coset states of the form (13.10), where each copy has k € Zy» chosen independently

and uniformly at random.

2. For each j =0,1,...,m — 1 where m := [{/n ], assume the current coset states are all of the form |)})
with at least mj of the least significant bits of k equal to 0. Collect them into pairs |i,), [1),) that
share at least m of the next least significant bits, discarding any qubits that cannot be paired. Create
a state |¢p,) from each pair, and discard it if the + sign occurs. Notice that the resulting states have
at least m(j + 1) significant bits equal to 0.

3. The remaining states are of the form |¢)g) and |1g.—1). Measure one of the latter states in the |+) basis
to determine the least significant bit of y.
Since this algorithm requires 2°(V™ initial queries and proceeds through O(y/n) stages, each of which
takes at most 20(vV™) steps, the overall running time is 20(vV7).

13.5 Analysis of the Kuperberg sieve

To show that this algorithm works, we need to prove that some qubits survive to the final stage of the process
with non-negligible probability. Let’s analyze a more general version of the algorithm to see why we should
try to zero out y/n bits at a time, starting with 20(V71) gtates.

Suppose we try to cancel m bits in each stage, so that there are n/m stages (not yet assuming any
relationship between m and n), starting with 2¢ states. Each combination operation succeeds with probability
1/2, and turns 2 states into 1, so at each step we retain only about 1/4 of the states that can be paired. Now
when we pair states that allow us to cancel m bits, there can be at most 2™ unpaired states, since that is
the number of values of the m bits to be canceled. Thus if we ensure that there are at least 2 - 2™ states at
each stage, we expect to retain at least a 1/8 fraction of the states for the next stage. Since we begin with 2¢
states,we expect to have at least 2737 states left after the jth stage. Thus, to have 2 - 2™ states remaining
at the last stage of the algorithm, we require 2¢=3%/™ > 2m+1 or ¢ > m 4 3n/m + 1. This is minimized by
choosing m ~ y/n, so we see that ¢ ~ 4./n suffices.
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This analysis is not quite correct because we do not obtain precisely a 1/8 fraction of the paired states
for use in the next stage. For most of the stages, we have many more than 2-2™ states, so nearly all of them
can be paired, and the expected fraction remaining for the next stage is close to 1/4. Of course, the precise
fraction will experience statistical fluctuations. However, since we are working with a large number of states,
the deviations from the expected values are very small, and a more careful analysis (using the Chernoff
bound) shows that the procedure succeeds with high probability. For a detailed argument, see section 3.1 of
Kuperberg’s paper (SICOMP version). That paper also gives an improved algorithm that runs faster and
that works for general V.

Note that this algorithm uses not only superpolynomial time, but also superpolynomial space, since all
@(16\/5) coset states are present at the start of the algorithm. However, by creating a smaller number of
coset states at a time and combining them according to the solution of a subset sum problem, Regev showed
how to make the space requirement polynomial with only a slight increase in the running time [91, 37].

13.6 Entangled measurements

Although this algorithm acts on pairs of coset states at a time, the overall algorithm effectively implements
a highly entangled measurement on all @(16\5) registers, since the combination operation that produces
|thpq) entangles the coset states |10,) and |¢p,). The same is true of Regev’s polynomial-space variant.

It is natural to ask whether a similar sieve could be applied to other hidden subgroup problems, such
as in the symmetric group, for which highly entangled measurements are necessary. Alagic, Moore, and
Russell used a similar approach to give a subexponential-time algorithm for the hidden subgroup problem
in the group G™, where G is a fixed non-Abelian group [9]. (Note that the HSP in G™ can be much harder
than solving n instances of the HSP in G, since G™ has many subgroups that are not direct products of
subgroups of G.) But unfortunately, this kind of sieve does not seem well-suited to the symmetric group. In
particular, Moore, Russell, and Sniady gave the following negative result for the HSP in S, { Z5, where the
hidden subgroup is promised to be either trivial or an involution [87]. Consider any algorithm that works
by combining pairs of hidden subgroup states to produce a new state in the decomposition of their tensor
product into irreps (i.e., in their Clebsch-Gordan decomposition), and uses the sequence of measurement
results to guess whether the hidden subgroup is trivial or nontrivial. Any such algorithm must use 22V
queries. Thus it is not possible to give a significantly better-than-classical algorithm for graph isomorphism

in this way, since there are classical algorithms for graph isomorphism that run in time 20(v7/logn),

Note that entangled measurements are not information-theoretically necessary for the dihedral HSP:
Ettinger and Hgyer gave an explicit measurement (i.e., an explicit basis for strong Fourier sampling) from
which the measurement results give sufficient information to determine the hidden subgroup [45]. Suppose
that, given the state (13.10), we simply measure in the |+) basis. Then we obtain the result |+) with

probability
‘<<0|+<1> <|o>+w?vk|1>>‘2
V2 NG

If we postselect on obtaining this outcome (which happens with probability 1/2 over the uniformly random
value of k, assuming y # 0), then we effectively obtain each value k € Zy with probability Pr(k|4+) =
% cos? ”T”k It is not hard to show that these distributions are statistically far apart for different values of k,
so that they can in principle be distinguished with only polynomially many samples. However, no efficient
(or even subexponential time) classical (or even quantum) algorithm for doing so is known.

2
1 +w§’vk
2

o Tyk

5 (13.14)
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Chapter 14

The HSP in the Heisenberg group

We showed that the quantum query complexity of the general hidden subgroup problem is polynomial
by measuring p® poly(log |G1) using a particular measurement strategy (the pretty good measurement) that
identifies H with high probability. One strategy for finding an efficient quantum algorithm for the HSP is
to find an efficient way of implementing that particular measurement [15]. In this lecture, we will describe
an efficient quantum algorithm for the HSP in the Heisenberg group that effectively implements the pretty
good measurement.

14.1 The Heisenberg group

There are several different ways to define the Heisenberg group. For those familiar with quantum error
correcting codes on higher-dimensional systems, perhaps the most familiar definition is as follows. Given a
prime number p, define operators X and Z acting on an orthonormal basis of states {|z) : € Z,} by

X|z) = |z + 1 mod p) (14.1)
Zlx) = w;f|x>. (14.2)
These operators satisfy the relation ZX = w,XZ. Using this relation, any product of X’s and Z’s can be
written in the form w;XbZC, where a, b, c € Z,. Thus the operators X and Z generate a group of order P>,

which is precisely the Heisenberg group. Writing the group elements in the form (a, b, ¢) with a,b,c € Z,, it
is straightforward to work out the group law

(a,b,c) - (a0, )= (a+d +bec,b+b,c+ ). (14.3)
Equivalently, the Heisenberg group is the group of lower triangular 3 x 3 matrices
100
b 1 0f:a,bcel, (14.4)
a c 1

over I, and the semidirect product Z2 x, Z,, where ¢ : Z, — Aut(Z2) is defined by ¢(c)(a,b) = (a+be,b).
To solve the HSP in the Heisenberg group, it is sufficient to be able to distinguish the following cyclic
subgroups of order p:
Hy,p = ((a,b,1)) ={(a,b,1)* : z € Z}. (14.5)
The reduction to this case is essentially the same as the reduction of the dihedral hidden subgroup problem
to the case of a hidden reflection, so we omit the details. The elements of such a subgroup are

(a,b,1)% = (2a + b, 2b,2) (14.6)
(a,b,1)* = (a,b,1)(2a + b, 2b,2) = (3a + 3b,3b, 3) (14.7)
(a,b,1)* = (a,b,1)(3a + 3b,3b,3) = (4a + 6b,4b, 4) (14.8)
(a,b,1)° = (a,b,1)(4a + 6b, 4b,4) = (5a + 10b, 5b,5) (14.9)
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etc., and a straightforward inductive argument shows that a general element has the form
(a,b,1)" = (za+ (5)b, b, z). (14.10)

Furthermore, it is easy to see that the p? elements (¢,m,0) for £,m € Z, form a left transversal of H, in
the Heisenberg group for any a,b € Z,,.

14.2 Fourier sampling

Suppose we are given a function that hides H,; in the Heisenberg group. Then the standard method can
be used to produce the coset state

|(¢,m, 0)H —Z|€+xa+ )b,m + b, z) (14.11)
ZEZ

for some uniformly random, unknown ¢,m € Z,. Our goal is to determine the parameters a,b € Z, using
the ability to produce such states.

At this point, we could perform weak Fourier sampling over the Heisenberg group without discarding
any information. However, as in the case of the dihedral group, it will be simpler to consider an abelian
Fourier transform instead of the full nonabelian Fourier transform. Using the representation theory of the
Heisenberg group, one can show that this procedure is essentially equivalent to nonabelian Fourier sampling.

Fourier transforming the first two registers over Zg, we obtain the state

1 s({+za+ b)+t(m+xzb)
(Fz, ® Fz, @ I,)|(6,m,0)Hap) = —75 > wp ) |s,t, ). (14.12)

x,8,tELy
Now suppose we measure the values s, t appearing in the first two registers. In fact this can be done without
loss of information, since the density matrix of the state (mixed over the uniformly random values of £, m)
is block diagonal, with blocks labeled by s,t. Collecting the coefficients of the unknown parameters a, b, the
resulting p-dimensional quantum state is

s xa+ +t xb
\Hopt) ::7 3w @12 (14.13)
wEZ
1 a(sz s(% T
= Ly el (14.14)

\/ﬁ TE€ELp

where the values s,¢ € Z, are known, and are obtained uniformly at random. We would like to use samples
of this state to determine a,b € Z,,.

14.3 Two states are better than one

With only one copy of this state, there is insufficient information to recover the hidden subgroup: Holevo’s
theorem guarantees that a measurement on a p-dimensional quantum state can reliably communicate at most
p different outcomes, yet there are p? possible values of (a, b) € ZIQ,. Thus we have to use at least two copies
of the state. One can show that there exist single-register measurements on this state that yield enough
information to recover a, b with poly(log p) samples—in fact, a random measurement has this property with
high probability. But no single-register measurement is known from which a and b can be extracted efficiently
(i.e., in time poly(logp)).

However, by making a joint measurement on two copies of the state, we can recover the information
about a, b that is encoded in a quadratic function in the phase. To see this, consider the two-copy state

_—— — 1 a(sz+uy)+b(s(5)+tz+u(y)+vy)

o) © ) = = 3wy = F e @@, ) (14.15)
T, YELyp
Z Wiz, ), (14.16)

z,YELp
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where

o= ST+ uy (14.17)
Bi=s(3) +tz+u(l) +vy (14.18)

and where we suppress the dependence of a, 8 on s, t,u,v, z,y for clarity. If we could replace |z,y) by |a, ),
then the resulting state would be simply the Fourier transform of |a,b), and an inverse Fourier transform
would reveal the solution. So let’s compute the values of «, 8 in ancilla registers, giving the state

1
— Z wg‘a"’ﬁb\x,y,m@, (14.19)

z,Y€Lyp

and attempt to uncompute the first two registers.

For fixed values of a, 8, s,t,u,v € Z,, the quadratic equations (14.17)—(14.18) could have zero, one, or
two solutions x,y € Z,. Thus we cannot hope to erase the first and second registers by a classical procedure
conditioned on the values in the third and fourth registers (and the known values of s, ¢, u,v). However, it
is possible to implement a quantum procedure to erase the first two registers by considering the full set of
solutions

SZ:%’“’U = {(z,y) €22 : sz +uy =« and s(5) + to +u(}) +vy = B} (14.20)

The state (14.19) can be rewritten

1

=37 gt 1S S 0, ), (14.21)
p

a,BELy

where we use the convention that |S) := >~ _¢|s)//|S| denotes the normalized uniform superposition over
the elements of the set S. Thus, if we could perform a unitary transformation satisfying

|1S555) = o, B) for |S55Y #0 (14.22)

(and defined in any way consistent with unitarity for other values of «a, /), we could erase the first two
registers of (14.19), producing the state

1 aa S u,v
5 2 WIS s B). (14.23)
a,BELy

(Note that in fact we could just apply the transformation (14.22) directly to the state (14.16); there is no
need to explicitly compute the values «, 8 in an ancilla register.)

We refer to the inverse of the transformation (14.22) as quantum sampling, since the goal is to produce
a uniform superposition over the set of solutions, a natural quantum analog of random sampling from those
solutions.

Since the system of equations (14.17)—(14.18) consists of a pair of quadratic equations in two variables
over I, it has either zero, one, or two solutions z,y € F,,. In particular, a straightforward calculation shows
that the solutions can be expressed in closed form as

as+ sv—tux VA au+tu—sv FVA
T = y= (14.24)
s(s+u) u(s +u)
where
A= (285 + as — a® — 2at)(s + u)u + (au + tu — sv)?. (14.25)

Provided su(s + u) # 0, the number of solutions is completely determined by the value of A. If A is a
nonzero square in Fy,, then there are two distinct solutions; if A = 0 then there is only one solution; and if
A is a non-square then there are no solutions. In any event, since we can efficiently compute an explicit list
of solutions in each of these cases, we can efficiently perform the transformation (14.22).
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It remains to show that the state (14.23) can be used to recover a,b. This state is close to the Fourier
transform of |a,b) provided the solutions are nearly uniformly distributed. Since the values of s,t,u,v are
uniformly distributed over [Fp, it is easy to see that A is uniformly distributed over IF,. This means that A
is a square about half the time, and is a non-square about half the time (with A = 0 occurring only with
probability 1/p). Thus there are two solutions about half the time and no solutions about half the time.
This distribution of solutions is uniform enough for the procedure to work.

Applying the inverse quantum Fourier transform over Z, X Z,, we obtain the state

]' ala— — s,t,u,v
= D> wglem O, f1358Y |k, 0). (14.26)
a,B,k,LEL,

Measuring this state, the probability of obtaining the outcome k = a and ¢ = b for any particular values of

s, t,u,v is
2
1
p* DRRVAEA SN (14.27)

a,BELy

Since those values occur uniformly at random, the overall success probability of the algorithm is

2 2
2D S (D SIVE ol BT B DI SIS (14.28)

s,t,u,v€Ly \,BELy, s,t,u,vELy ,SELy

2

SEas "5 (14.29)

(1—-0(1)), (14.30)

which shows that the algorithm succeeds with probability close to 1/2.



Chapter 15

Schur-Weyl duality

In Chapter 11, we saw that the quantum Fourier transform lets us exploit the symmetry of the left and
right actions of a finite group on the group algebra. We applied this in Chapter 12 to reveal the structure
of hidden subgroup states.

Another common symmetry in quantum information problems is permutation invariance. In particular,
this symmetry arises whenever we are given many copies of the same quantum state. We will see that permu-
tation symmetry is closely related to another symmetry, corresponding to collective unitary transformations
(in which we apply the same unitary on all copies). The concept of Schur-Weyl duality shows how these
symmetries relate to each other, and how to take advantage of them.

Schur-Weyl duality has applications to a wide variety of quantum information processing tasks, including
spectrum testing, tomography, state purification, entanglement concentration, and quantum data compres-
sion. For the most part, these are tasks with quantum input (and sometimes also with quantum output).
Schur-Weyl duality could conceivably be applied in quantum algorithms for classical problems, although it
has been shown not to be useful for the hidden subgroup problem (at least in the context of so-called “weak
Fourier-Schur sampling”) [36].

15.1 The Schur decomposition

As discussed in Chapter 11, the Fourier transform decomposes the group algebra according to the left and
right multiplication actions as

cg &° Py, oV, (15.1)
oe@
where V, is the representation space of the irrep o.
We now consider another way to use symmetry to decompose quantum state space. Specifically, consider
k copies of the d-dimensional space C?, and consider two groups of transformations on (C?)®*: the symmetric
group Sy under the representation P of Sj, on (C?)®* that permutes the copies as

P(ﬂ')|i1 Zk> = |i7r71(1),...,iﬂ.71(k)> (152)
for m € S, and the unitary group U(d) under the representation Q of U(d) on (C%)®* with Q(U) = U%*¥,
ie.,

QU)iy .. i) =Uli) @ -+ @ Ulig,). (15.3)

These actions commute, so by Schur’s Lemma, the irreps of P can only act on the multiplicity space of
the irreps of ), and vice versa. But it turns out that each irrep of Sy occurs exactly once, and each irrep

of U(d) also occurs exactly once, so that we can label both kinds of irrep in the same way. Specifically, we
have the decomposition

ok S d
(c% =~ Priwol (15.4)

ARk



64 CHAPTER 15. SCHUR-WEYL DUALITY

Here P, is the representation space for an irrep of S labeled by A. The notation A F k means that A is a
partition of k: A = (A1, Ag,...) for positive integers A1, A, . .. satisfying Zj Aj=kand Ay > Ay >---. It is
convenient to represent a partition by a Young diagram, which has boxes at coordinates {(¢,7) : 1 < j < A;}.
For each A\ - k, there is also a representation space Q‘){ for an irrep of U(d). This relationship between
the irreps of the symmetric and unitary groups (or more generally, the general linear group) is known as
Schur-Weyl duality.

The irreps of the symmetric and unitary groups are well understand, but the details are somewhat
complicated, so we will not construct them explicitly here. However, there are fairly straightforward formulas
for the dimensions of these irreps. The dimension of the symmetric group irrep for a given A - & is the number
of standard Young tableauz, i.e., the number of ways of filling the corresponding Young diagram with numbers
from {1,...,k} such that the rows and columns are strictly increasing. This quantity is given by the hook
length formula. For a cell (i,7) in the Young diagram A, let hy(4,j) be its hook length, which is 1 plus the
number of boxes to the right plus the number of boxes below cell (4, 7). Then

k!

dimPy = =——F——. (15.5)
H(i,j)eA hA (’La j)
The dimension of the corresponding unitary group irrep is given by a similar formula:
dk j—i
. d _ 1
dim Qf = dlmPAﬁ H <1 + g ) . (15.6)

T (6g)EN

The transformation that implements a change of basis between the standard basis for (C?)®* and bases
for the irreps of the symmetric and unitary groups is known as the Schur transform. Explicit algorithms
have been given for performing this transformation [14, 73], though their details are beyond the scope of this
lecture.

15.2 Weak Schur sampling

Recall that in weak Fourier sampling, we measure only the irrep label in the Fourier basis. Analogously, in
the context of Schur-Weyl duality, we can consider a process where we only measure the label A of the irrep
of the symmetric and unitary groups. This is sometimes called weak Schur sampling.

To compute the weak Schur sampling distribution, we can project the given state onto the A-isotypic
subspace Py ® Qf\l and take the trace of the resulting state. The projector onto this space can be written

m = TP S P, (15.7)

TESK

where P(7) is given in (15.2), and x) is the character of the irrep of Sy corresponding to A I k. For some
applications (discussed further below), this measurement may be sufficient to reveal all available information
about the given state.

Weak Schur sampling is much easier to perform than the general Schur transformation. In particular, we
can use an approach known as generalized phase estimation [62], in which we perform the following circuit.

— |

1
%l Z ‘ﬂ-> FSk _
‘T mwESK

=

s

p — P(m)

Here the input state of the top register is a uniform superposition over permutations, which can also be
viewed as the inverse Fourier transform (over the symmetric group) of a state corresponding to the trivial
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representation. After applying a controlled permutation of the bottom register, we perform the Fourier
transform (again over the symmetric group) of the top register, outputting a state labeled by an irrep A of
Sk, together with row and column labels within this irrep. The output of weak Schur sampling is simply the
value of A. Note that the Fourier transform over the symmetric group can be performed efficiently [17].

For some tasks, weak Schur sampling provides all available information about the given state. In partic-
ular, suppose our goal is to infer some property of the spectrum of (k copies of) and unknown state p. This
property is invariant under changes of basis of the state, and also under permutations of the k copies, so
there is no information within the representation spaces of either the symmetric or unitary group. In other
words, the only information that can be learned from the state is in the distribution over A that is provided
by weak Schur sampling.

A natural case is the task of determining the entire spectrum of p from k copies of this state. To answer
this question, we should measure A - k and from it, infer the most likely spectrum. Since the spectrum
of a d-dimensional density matrix is a probability distribution over d outcomes, the estimate should have
the form (p1,...,pq) with 27:1 p; = 1. Suppose the estimated Young diagram is (A1,...,\q) (note that
the Young diagram cannot have more than d rows; if so, then dim Qﬁl\ = 0, according to (15.6)). Then a
natural way to associate a probability distribution is to choose p; = A;/k, i.e., to simply normalize the Young
diagram. In fact, this simple “empirical Young diagram” procedure turns out to be a good estimate: the
number of copies it uses to estimate the spectrum to within a given error is nearly optimal.

More generally, suppose we want to learn a specific property of the spectrum of p, such as its entropy
or whether it is maximally mixed. For any such property, symmetry considerations show that an algorithm
should, without loss of generality, perform weak Schur sampling and infer the answer from the resulting Young
diagram. This considerably simplifies the task, and the optimal costs of numerous spectrum estimation tasks
have been characterized in this way [89].

For any task that takes many identical copies of a given state as input, the Schur transform still block
diagonalizes the state into block labeled by Young diagrams. However, if the task does not simply depend on
the spectrum of the state—for example, if we want to perform state tomography, i.e., learn a full description
of the state—then information remains within the A-isotypic subspace after performing weak Schur sampling.
For such problems, Schur-Weyl duality still provides a useful tool to understand the form of the optimal
procedure, but additional considerations may be necessary to understand it fully.

15.3 The swap test

We conclude by briefly discussing the well-known swap test, a simple and broadly applicable protocol that
arises as a special case of the Schur transform.

Consider the case where we have k = 2 copies of C?%. In this case, the representation theory of the relevant
symmetric group Ss is very straightforward. There are only two partitions of 2, namely (2) and (1,1). These
both correspond to 1-dimensional representations of Sa, which is easily verified using (15.5). The A = (2)
irrep is trivial, and the A = (1,1) irrep assigns —1 to the swap of the two items.

Using the corresponding characters of Sy, (15.7) shows that the projectors onto the corresponding A-
isotypic spaces are Il(5) = %(I +8) and Il 1) = %(I — S5), where S is the operator that swaps the two
registers. The corresponding subspaces are simply the symmetric subspace

span({la,a) : 1 <a <d}U{|a,b) + |b,a) : 1 <a < b<d}) (15.8)
and the antisymmetric subspace
span{|a,b) — |b,a) : 1 < a < b < d}, (15.9)

respectively. It is easy to check consistency with (15.6), which gives dim Qf, = d(d +1)/2 and dim Q?m) =
d(d —1)/2.



66 CHAPTER 15. SCHUR-WEYL DUALITY

In this case, weak Schur sampling can be realized by the following circuit.

0)

S

After performing this circuit, the top qubit is left in the state |0) to indicate A = (2) and the state |1) to
indicate A = (1,1). If the top qubit is measured, then the state of the bottom two registers is projected onto
the symmetric or antisymmetric subspace, depending upon the outcome.



Chapter 16

Approximating the Jones polynomial

In this final chapter of the part on algebraic problems, we discuss a very different class of quantum algorithms,
ones that approximately solve various #P-complete problems. The best-known example of such a quantum
algorithm is for approximating the value of a link invariant called the Jones polynomial. This algorithm is
not based on the Fourier transform, but it does use properties of group representations.

16.1 The Hadamard test

The quantum algorithm for approximating the Jones polynomial uses a simple primitive called the Hadamard
test. This is equivalent to phase estimation with a single bit of precision. Given a unitary operation U and
a state [¢), the Hadamard test provides a means of estimating (¢|U|¢). The test applies a controlled-U
operation to the state |[+) ® |¢)) and measures the first qubit in the basis |£) := %(|0> £ |1)). The state
before the measurement is

1

NG () () + Ul)) + =) () = Ul))), (16.1)

DN =

(0}) + 1U1)) =
Pr() = {9} £ U (16.2)
= (1 Re{y|UJ)) (16.3)

In other words, the expected value of the outcome is precisely Re(1|U|¢). Replacing the states |£) by the
states |£i) 1= %(|O> +i[1)), a simple calculation shows that we can approximate Im(y|U|).

16.2 The Jones polynomial

The Jones polynomial is a central object in low-dimensional topology with surprising connections to physics.
Witten showed that the Jones polynomial is closely related to topological quantum field theory (TQFT).
Friedman, Kitaev, Larsen, and Wang investigated the relationship between TQFT and topological quantum
computing, showing that quantum computers can efficiently simulate TQFTs (thereby approximating the
Jones polynomial), and that in fact TQFTs essentially capture the power of quantum computation [52].
Here we describe the quantum algorithm for approximating the Jones polynomial in a way that does not
explicitly refer to TQFT, following the treatment of Aharonov, Jones, and Landau [6].

To define the Jones polynomial, we must first introduce the concepts of knots and links. A knot is an
embedding of the circle in R3?, i.e., a closed loop of string that may wrap around itself in any way. More
generally, a link is a collection of any number of knots that may be intertwined. In an oriented link, each
loop of string is directed. It is natural to identify links that are isotopic, i.e., that can be transformed into
one another by continuous deformation of the strings.
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The Jones polynomial of an oriented link L is a Laurent polynomial Vi (¢) in the variable v/, i.e., a
polynomial in v/t and 1/v/t. It is a link invariant, meaning that V,(t) = Vi, (t) if the oriented links L and L’
are isotopic. While it is possible for the Jones polynomial to take the same value on two non-isotopic links,
it can often distinguish links; for example, the Jones polynomials of the two orientations of the trefoil knot
are different.

An oriented link L can be specified by a link diagram, a drawing of the link in the plane with over- and
under-crossings indicated. One way to define the Jones polynomial of a link diagram is as follows. First, let
us define the Kauffman bracket (L), which does not depend on the orientation of L. Each crossing in the
link diagram can be opened in one of two ways, and for any given crossing we have

()= O+ ), (16.4)

where the rest of the link remains unchanged. Repeatedly applying this rule, we eventually arrive at a link
consisting of disjoint unknots. The Kauffman bracket of a single unknot is (O) := 1, and more generally, the
Kauffman bracket of n unknots is (—tl/ 2_¢ v 2)n=1. By itself, the Kauffman bracket is not a link invariant,
but it can be turned into one by taking into account the orientation of the link, giving the Jones polynomial.
For any oriented link diagram L, we define its writhe w(L) as the number of crossings of the form % minus

the number of crossings of the form N Then the Jones polynomial is defined as
Vi(t) i= (=t~ /43w E (), (16.5)

Computing the Jones polynomial of a link diagram is quite difficult. A brute-force calculation using
the definition in terms of the Kauffman bracket takes time exponential in the number of crossings. Indeed,
exactly computing the Jones polynomial is #P-hard (except for a few special values of t), as shown by
Jaeger, Vertigan, and Welsh. Here #P is the class of counting problems associated to problems in NP (e.g.,
computing the number of satisfying assignments of a Boolean formula). Of course, approximate counting
can be easier than exact counting, and sometimes #P-hard problems have surprisingly good approximation
algorithms.

16.3 Links from braids

It is useful to view links as arising from braids. A braid is a collection of n parallel strands, with adjacent
strands allowed to cross over or under one another. Two braids on the same number of strands can be
composed by placing them end to end. The braid group on n strands is an infinite group with generators
{01,...,0n-1}, where o; denotes a twist in which strand ¢ passes over strand i + 1, interchanging the two
strands. More formally, the braid group is defined by the relations ¢;0;410; = 044100411 and 0,05 = 0;0;
for | — j] > 1.

Braids and links differ in that the ends of a braid are open, whereas a link consists of closed strands. We
can obtain a link from a braid by connecting the ends of the strands in some way. One simple way to close a
braid is via the trace closure, in which the ith strand of one end is connected to the ith strand of the other
end for each i = 1,...,n, without crossing the strands. A theorem of Alexander states that any link can
be obtained as the trace closure of some braid. Another natural closure (for braids with an even number of
strands) is the plat closure, which connects the first and second strands, the third and fourth strands, etc.,
at each end of the braid.

16.4 Representing braids in the Temperley-Lieb algebra

The Jones polynomial of the plat or trace closure of a braid can be expressed in terms of a representation
of the braid group defined over an algebra called the Temperley-Lieb algebra. While the definition of this
algebra is fairly straightforward, the description of its representations is somewhat technical, and we will not
give the details here; instead we only mention some general features.

We consider the case where t = e2™/* is a kth root of unity. For such values, the relevant representation
of the braid group is unitary. The dimension of this representation is exponential in n (specifically, it is the
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number of paths of length n that start from one end of a path with k£ — 1 vertices), so it corresponds to a
unitary operation on poly(n) qubits. The Jones polynomial of the plat closure of a braid is proportional to
the expectation (¢|U|y) of the associated representation matrix U in a fixed quantum state |1)).

16.5 A quantum algorithm

The description of the Jones polynomial in terms of a representation of the Temperley-Lieb algebra naturally
suggests a quantum algorithm for approximating the Jones polynomial. Suppose that we can efficiently
implement unitary operations corresponding to twists of adjacent strands on a quantum computer. By
composing such operations, we can implement a unitary operation corresponding to the entire braid. Then
we can approximate the desired expectation value using the Hadamard test.

With a suitable choice for an encoding of the basis states of the representation of the braid group using
qubits, one can show that the braid group representation operators corresponding to elementary twists can
indeed be performed efficiently on a quantum computer. Given an explicit description of the braid group
representation, the details of this implementation are fairly straightforward.

Applying this approach to the relevant unitary representation of the braid group, one obtains a quantum
algorithm for approximating the Jones polynomial of the plat closure of a braid at a root of unity. In
particular, for a braid on n strands, with m crossings, and with ¢t = 2™/ there is an algorithm running
in time poly(n,m, k) that outputs an approximation differing from the actual value Vi (t) of the Jones
polynomial by at most (2 cos %)3"/ 2/(N -poly(n, k,m)), with only exponentially small probability of failure.
Here N is an exponentially larger factor derived from the representation of the braid group.

The Jones polynomial of the trace closure of a braid can be similarly approximated by noting that
this quantity is given by the Markov trace of the representation of the braid. The Markov trace is simply
a weighted version of the usual trace, so it can be approximated by sampling (1,|U]v,) from an appro-
priate distribution over states |i,). Performing such a procedure, one obtains an approximation of the
Jones polynomial with additive error at most (2cos 7)™ !/ poly(n, k,m), again in polynomial time and with
exponentially small failure probability.

16.6 Quality of approximation

Without knowing more about the possible values of the Jones polynomial, it is hard to say whether the
approximations described above are good. Notice that the algorithms only provide additive approximations,
meaning that the error incurred by the algorithm is independent of the value being approximated, which is
undesirable when that value is small. Indeed, the additive error increases exponentially with n, the number
of strands in the braid. For some braids, the error might be larger than the value being approximated. It
would be preferable to obtain a multiplicative approximation, but no such algorithm is known.

However, it can be shown that obtaining the additive approximation described above for the Jones
polynomial of the plat closure of a braid is as hard as any quantum computation. In other words, this
quality of Jones polynomial approximation is BQP-complete. This can be shown by demonstrating that,
with an appropriate encoding of qubits, the representations of the braid group can be used to implement a
universal set of quantum gates. Thus, in principle, any quantum algorithm can be described in terms of some
braid whose plat closure has a Jones polynomial encoding the result of the computation, with exponentially
differing values corresponding to yes and no outcomes. Therefore, it is unlikely that a classical computer can
obtain the same approximation, since this would give a classical algorithm for simulating a general quantum
computation.

Approximating the Jones polynomial of the trace closure of a braid to the level described above turns out
to be substantially easier: such a computation can be performed using a quantum computer whose initial
state has only one pure qubit and many maximally mixed qubits. Such a device can approximate tr U by
supplying the maximally mixed state in place of the pure state |¢)) in the Hadamard test. This does not
immediately show how to approximate the Jones polynomial of the trace closure, since the Markov trace
is a weighted trace. However, by using a different representation of the braid group to describe the Jones
polynomial, Jordan and Shor showed that a single pure qubit indeed suffices. Furthermore, they showed
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that this problem is complete for the one clean qubit model, and hence apparently unlikely to be solvable
by classical computers.

16.7 Other algorithms

The results described above can be generalized to many other related problems. Wocjan and Yard showed how
to evaluate the Jones polynomial of a generalized closure of a braid, and how to evaluate a generalization of
the Jones polynomial called the HOMFLYPT polynomial [113]. Work of Aharonov, Arad, Eban, and Landau
shows how to approximate the Tutte polynomial of a planar graph, which in particular gives an approximation
of the partition function of the Potts model on a planar graph; this problem also characterizes the power
of quantum computation, albeit only for unphysical choices of parameters [4]. More generally, there are
efficient quantum algorithms to compute additive approximations of tensor networks, as shown by Arad and
Landau [13]. There are also related quantum algorithms for approximating invariants of manifolds.
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Chapter 17

Continuous-time quantum walk

We now turn to our second major topic in quantum algorithms, the concept of quantum walk. In this lecture
we will introduce continuous-time quantum walk as a natural analog of continuous-time classical random
walk, and we’ll see some examples of how the two kinds of processes differ.

17.1 Continuous-time quantum walk

Random walks come in two flavors: discrete- and continuous-time. It is easiest to define a quantum analog
of a continuous-time random walk [49], so we consider this case first. Given a graph G = (V, E), we define
the continuous-time random walk on G as follows. Let A be the adjacency matriz of G, the |V| x |V| matrix

with
1 Gk eE
Ajr = {0 k) ¢ E (17.1)

for every pair j,k € V. In particular, if we disallow self loops, then the diagonal of A is zero. There is
another matrix associated with G that is nearly as important: the Laplacian of G, which has

—deg(j) j=k
Lir=1<1 (j,k) e E (17.2)
0 otherwise

where deg(j) denotes the degree of vertex j. (The Laplacian is sometimes defined differently than this—e.g.,
sometimes with the opposite sign. We use this definition because it makes L a discrete approximation of the
Laplacian operator V2 in the continuum.)

The continuous-time random walk on G is defined as the solution of the differential equation

%pj (t) = Lk pi(t). (17.3)
keV

Here p;(t) denotes the probability associated with vertex j at time ¢. This can be viewed as a discrete analog
of the diffusion equation. Note that

% > pit)= > Lixpk(t) =0 (17.4)
JEV J,keV

(since the columns of L sum to 0), which shows that an initially normalized distribution remains normalized:
the evolution of the continuous-time random walk for any time ¢ is a stochastic process. The solution of the
differential equation can be given in closed form as

p(t) = €¥p(0). (17.5)
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Now notice that the equation (17.3) is very similar to the Schrédinger equation

.d
i) = Hly) (17.6)

except that it lacks the factor of i. If we simply insert this factor, and rename the probabilities p;(t) as
quantum amplitudes ¢;(t) = (j|¥(t)) (where {|j): j € V} is an orthonormal basis for the Hilbert space),
then we obtain the equation

i%%(t) =Y Likax(t), (17.7)
kev

which is simply the Schrodinger equation with the Hamiltonian given by the Laplacian of the graph. Since the
Laplacian is a Hermitian operator, these dynamics preserve normalization in the sense that £ >° jev la;(t) |2 =
0. Again the solution of the differential equation can be given in closed form, but here it is |[¢(t)) =
e~ [(0)).

We could also define a continuous-time quantum walk using any Hermitian Hamiltonian that respects
the structure of G. For example, we could use the adjacency matrix A of G, even though this matrix cannot
be used as the generator of a continuous-time classical random walk.

17.2 Random and quantum walks on the hypercube

Let’s begin by investigating a simple, dramatic example of a difference between the behavior of random
and quantum walks. Consider the Boolean hypercube, the graph with vertex set V' = {0,1}" and edge set
E = {(z,y) € V?: A(x,y) = 1}, where A(z,y) denotes the Hamming distance between the strings = and y.
When n = 1, the hypercube is simply an edge, with adjacency matrix

Oy = (? é) . (17.8)

For general n, the graph is the Cartesian product of this graph with itself n times, and the adjacency matrix
is

A=Y 0¥ (17.9)
j=1

where Jg(cj ) denotes the operator acting as o, on the jth bit, and as the identity on every other bit.

For simplicity, let’s consider the quantum walk with the Hamiltonian given by the adjacency matrix. (In
fact, since the graph is regular, the walk generated by the Laplacian would only differ by an overall phase.)
Since the terms in the above expression for the adjacency matrix commute, the unitary operator describing

the evolution of this walk is simply

n
o—iAt _ H oot (17.10)
j=1
n
cost  —isint
- @ (—isint cost ) ' (17.11)
j:

After time t = /2, this operator flips every bit of the state (up to an overall phase), mapping any input
state |x) to the state |Z) corresponding to the opposite vertex of the hypercube.

In contrast, consider the continuous- or discrete-time random walk starting from the vertex x. It is
not hard to show that the probability of reaching the opposite vertex T is exponentially small at any time,
since the walk rapidly reaches the uniform distribution over all 2™ vertices of the hypercube. So this simple
example shows that random and quantum walks can exhibit radically different behavior.
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17.3 Random and quantum walks in one dimension

Perhaps the best-known example of a random walk is the case of an infinite path, with V' = Z and (j,k) € E
iff [j — k| = 1. It is well known that the random walk on this graph starting from the origin (in either
continuous or discrete time) typically moves a distance proportional to /% in time ¢. Now let’s consider the
corresponding quantum walk.

To calculate the behavior of the walk, it is helpful to diagonalize the Hamiltonian. The eigenstates of
the Laplacian of the graph are the momentum states |p) with components

(jlp) = e’ (17.12)
where —m < p < w. We have

(ILIp) = G+ 11p) + (G — 1|p) — 2(j|p) (17.13)
= (ePUHD) 4 ip(=1) _ eipd) (17.14)
= elPI(elP 4 7P — 2) ( )
= 2(cosp — 1){jlp), (17.16)

so the corresponding eigenvalue is 2(cosp — 1). Thus the amplitude for the walk to move from j to k in time
tis

—i : 1 " —2it(cos p— INWZIN
(e 215) = 5o [ e ki) 517) dp (7.17)
1 . . )
— %/ ezp(k—j)—ta(cosp—l) dp (17.18)
=M ()T (2t) (17.19)

where J, is the Bessel function of order v. This expression can be understood using basic asymptotic
properties of the Bessel function. For large values of v, the function J,(t) is exponentially small in v for
v > t, of order v=1/3 for v ~ t, and of order v~/ for v < t. Thus (17.19) describes a wave propagating
with speed 2.

We can use a similar calculation to exactly describe the corresponding continuous-time classical random
walk, which is simply the analytic continuation of the quantum case with ¢ — it. Here the probability of
moving from j to k in time ¢ is

[e"]k; = e Iy (21), (17.20)

where [, is the modified Bessel function of order v. For large ¢, this expression is approximately \/i? exp(—(k—

7)?/4t), a Gaussian of width v/2¢, in agreement with our expectations for a classical random walk in one
dimension.

17.4 Black-box traversal of the glued trees graph

We have seen that the behavior of a quantum walk can be dramatically different from that of its classical
counterpart. Next we will see an even stronger example of the power of quantum walk: a black-box problem
that can be solved exponentially faster by a quantum walk than by any classical algorithm [34].

Consider a graph obtained by starting from two balanced binary trees of height n, and joining them by a
random cycle of length 2 - 2" that alternates between the leaves of the two trees. For example, such a graph
for n =4 could look like the following:
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ENTRANCE

Suppose we take a random walk on the graph starting from the root of the left tree. It is not hard to
see that such a walk rapidly gets lost in the middle of the graph and never has a substantial probability
of reaching the opposite root. In fact, by specifying the graph in such a way that it can only be explored
locally, we can ensure that no classical procedure starting from the left root can efficiently reach the right
root. However, a quantum walk starting from the left root produces a state with a large (lower bounded by
1/ poly(n)) overlap on the right root in a short (upper bounded by poly(n)) amount of time.

To establish a provable separation between classical and quantum strategies, we will formulate the graph
traversal problem in terms of query complexity.

Let G = (V, E) be a graph with N vertices. To represent G by a black box, let m be such that 2™ > N,
and let k be at least as large as the maximum degree of G. For each vertex a € V, assign a distinct m-bit
string (called the name of a), not assigning 11...1 as the name of any vertex. For each b € V with (a,b) € E,
assign a unique label from {1,2,...,k} to the ordered pair (a,b). For a € {0,1}"™ (identifying the vertex
with its name) and ¢ € {1,2,...,k}, define v.(a) as the name of the vertex reached by following the outgoing
edge of a labeled by ¢, if such an edge exists. If there is no vertex of G named a or no outgoing edge from a
labeled ¢, then let v.(a) = 11...1. The black box for G takes a € {0,1}" and ¢ € {1,2,...,k} as input and
returns v.(a).

The black box graph traversal problem is as follows. Let G be a graph and let ENTRANCE and EXIT be
two vertices of G. Given a black box for G as described above, with the additional promise that the name of
the ENTRANCE is 00...0, the goal is to output the name of the EXIT. We say an algorithm for this problem
is efficient if its running time is polynomial in m.

Of course, a random walk is not necessarily the best classical strategy for this problem. For example,
there is an efficient classical algorithm for traversing the n-dimensional hypercube (exercise: what is it?)
even though a random walk does not work. However, no classical algorithm can efficiently traverse the glued
trees, whereas a quantum walk can.

17.5 Quantum walk algorithm to traverse the glued trees graph

Given a black box for a graph G as specified above, we can efficiently compute a list of neighbors of any
desired vertex, provided k = poly(m) (i.e., provided the maximum degree of the graph is not too large).
Thus it is straightforward to simulate the dynamics of the continuous-time quantum walk on any such G,
and in particular, on the glued trees graph (which has maximum degree 3). Our strategy for solving the
traversal problem is simply to run the quantum walk and show that the resulting state has a substantial
overlap on the EXIT for some ¢ = poly(n).

Let G be the glued trees graph. The dynamics of the quantum walk on this graph are dramatically
simplified because of symmetry. Consider the basis of states |col j) that are uniform superpositions over the
vertices at distance j from the ENTRANCE, i.e.,

. 1
|col j) = - > |a) (17.21)
Vi 0(a,ENTRANCE)=j
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where

N;:

27 <i<
= { 0=7=n (17.22)

22ntl=i 4 1<j<2n+1
is the number of vertices at distance j from the ENTRANCE, and where §(a,b) denotes the length of the

shortest path in G from a to b. It is straightforward to see that the subspace span{|colj) : 0 < j < 2n 4 1}
is invariant under the action of the adjacency matrix A of G. At the ENTRANCE and EXIT, we have

Alcol 0) = v/2|col 1) (17.23)
Alcol 2n + 1) = v/2|col 2n). (17.24)
For any 0 < j < n, we have
1
Alcol j) = > Ala) (17.25)

\% Nj 6(a,ENTRANCE)=j

1
=N 2 > |a) + > |a) (17.26)

6(a,ENTRANCE)=j5—1 6(a,ENTRANCE)=73+1
1
= W(Qy/Nj,ﬂcolj — 1)+ \/Njii|colj + 1)) (17.27)
J
= V2(|col j — 1) + |col j + 1)). (17.28)

Similarly, for any n + 1 < j < 2n + 1, we have

Alcol j) = \/1]\7(«/]\7]-_1|c01j — 1) 4+ 2y/N; el j + 1)) (17.29)
= V2(|colj — 1) + |col j + 1)). (17.30)

The only difference occurs at the middle of the graph, where we have

Alcoln) = \/len@m‘coln—l%i-?mwoln—i—l)) (17.31)
= V2|coln — 1) + 2|coln + 1) (17.32)

and similarly
Alcoln + 1) = ! (2¢/Ny|coln) + 24/N, 1 a|coln + 2)) (17.33)

V Nn+1

= 2|coln) + V2|coln + 2). (17.34)

In summary, the matrix elements of A between basis states for this invariant subspace can be depicted as
follows:

V2 V2 V2 2 V2 V2 V2
ENTRANCE ¢V¥—" " eo——9o— - - - —0@—0o— @ — 06— - - - —@——0——@ EXIT
col0 col 1 col 2 coln—1 coln coln+1 coln+2 col2n—1 col2n col2n+1

By identifying the subspace of states |col j), we have found that the quantum walk on the glued trees
graph starting from the ENTRANCE is effectively the same as a quantum walk on a weighted path of 2n + 2
vertices, with all edge weights the same except for the middle one. Given our example of the quantum walk
on the infinite path, we can expect this walk to reach the EXIT with amplitude 1/ poly(n) in time linear in
n. To prove that the walk indeed reaches the EXIT in polynomial time, we will use the notion of the mizing
time of a quantum walk.
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17.6 Classical and quantum mixing

Informally, the mixing time of a random walk is the amount of time it takes to come close to a stationary
distribution. Recall that the continuous-time random walk on a graph G = (V, E) with Laplacian L is defined
as the solution of the differential equation dﬁ—(tt) = Lp(t), where p(t) € RIVI denotes a vector of probabilities
for the walk to be at each vertex at time ¢. The uniform distribution over the vertices, u := (1,1,...,1)/|V], is
an eigenvector of L with eigenvalue 0. Indeed, if G is connected, then this is the unique eigenvector with this
eigenvalue. Letting vy denote a normalized eigenvector of L with eigenvalue A (so that L =, £0 )\11)\1);),

we have

p(t) = e"p(0) (17.35)
= | VIu™ + > Moy} | p(0) (17.36)
A#£0
= (V]u, p(0))u+ > (v, p(0))va (17.37)
A#£0
=u-+ Z M vy, p(0))vy (17.38)
A#£0

(where in exponentiating L we have used the fact that 1/[V]u is a normalized eigenvector of L, so that |V |uu”
is the projector onto the corresponding subspace). The Laplacian is a negative semidefinite operator, so the
contributions e* for A # 0 decrease exponentially in time; thus the walk asymptotically approaches the
uniform distribution. The deviation from uniform is small when ¢ is large compared to the inverse of the
largest (i.e., least negative) nonzero eigenvalue of L.

Since a quantum walk is a unitary process, we should not expect it to approach a limiting quantum state,
no matter how long we wait. Nevertheless, it is possible to define a notion of the limiting distribution of a
quantum walk as follows. Suppose we pick a time ¢ uniformly at random between 0 and 7', run the quantum
walk starting at a € V for a total time ¢, and then measure in the vertex basis. The resulting distribution is

1 [T ]
po(D) = 1 [ (bl ") P (17.39)
0

T
:Z<b|/\>()\|a><a|/\’><)\’|b>% /O eIty (17.40)
PRV
=S NN E + 3 B (e ey (Vi (17.41)
iA=\)T
A

A#£N

where we have considered a quantum walk generated by an unspecified Hamiltonian H (it could be the
Laplacian or the adjacency matrix, or some other operator as desired), and where we have assumed for
simplicity that the spectrum of H = ), A|[A\)(A| is nondegenerate. We see that the distribution pg—,(T)
tends toward a limiting distribution

Pasb(00) ==Y _ [{a| A) (B A) . (17.42)
A

The timescale for approaching this distribution is again governed by the spectrum of H, but now we see that
T must be large compared to the inverse of the smallest gap between any pair of distinct eigenvalues, not
just the smallest gap between a particular pair of eigenvalues as in the classical case.

Let’s apply this notion of quantum mixing to the quantum walk on the glued trees. It will be simplest to
consider the walk generated by the adjacency matrix A. Since the subspace of states |col j) has dimension
only 2n + 1, it should not be surprising that the limiting probability of traversing from ENTRANCE to EXIT
is bigger than 1/poly(n). To see this, notice that A commutes with the reflection operator R defined as
R|col j) = |col2n + 1 — j), so these two operators can be simultaneously diagonalized. Now R? = 1, so it
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has eigenvalues +1, which shows that we can choose the eigenstates |A) of A to satisfy (ENTRANCE|)) =
+(Ex1IT|\). Therefore,

Pextranceoexir(00) = 3 [(ENTRANCE|A) (EXIT|A)[? (17.43)
A
= [(ENTRANCE|)[* (17.44)
A
1 2
> > [(ENTRANCE|A) 2) (17.45)
2n 4+ 2 ( T
1
T (17.46)

where the lower bound follows by the Cauchy-Schwarz inequality. Thus it suffices to show that the mixing
time of the quantum walk is poly(n).

To see how long we must wait before the probability of reaching the EXIT is close to its limiting value,
we can calculate

|pENTRANCE~>EXIT (OO) — PENTRANCE—EXIT (T) |

_ —i(A=A)T
= Z (EXIT|\) (A\|[ENTRANCE) (ENTRANCE|\") (\'|EXTT) 1,6— (17.47)
i —M)T
AEN
2
< — U l
< AT ;\; [{(EXIT|A) (A|ENTRANCE) (ENTRANCE|\) (X' |EXIT)| (17.48)
2
= AT > [(ENTRANCE|A)|*[(ENTRANCE|X)|? (17.49)
AN
2
AT 17.
AT’ (17.50)

where A denotes the smallest gap between any pair of distinct eigenvalues of A. All that remains is to lower
bound A.

To understand the spectrum of A, recall that an infinite path has eigenstates of the form e*??. For any
value of p, the state |\) with amplitudes (col j|\) = €7 satisfies (col j|A|\) = A(col j|\), where the eigenvalue
is A = 2v/2cosp, for all values of j except 0,n,n 4+ 1,2n + 1. We can satisfy the eigenvalue condition for
j =0,2n + 1 by taking linear combinations of e*"J that vanish for j = —1 and j = 2n + 2, namely

(17.51)

51 i+ 1 0<5<
feoljiyy = { PV D) 0= TEn
tsin(p2n+2-3j)) n+1<j<2n+1.

Finally, we can enforce the eigenvalue condition at j = n (which automatically enforces it at j = n + 1 by
symmetry), which restricts the values of p to a finite set. We have

V2sin(pn) 4 2sin(p(n + 1)) = 2v2cos(p) sin(p(n + 1)), (17.52)

which can be simplified to

sin(p(n + 2)
sin(p(n + 1)

~—

= +V2. (17.53)

~—

The left hand side of this equation decreases monotonically, with poles at integer multiples of 7/(n+ 1). For
example, with n = 4, we have the following:
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With a bit of analysis (see quant-ph/0209131 for details), one can show that the solutions of this equation
give 2n values of p, each of which is separated from the integer multiples of 7/(n + 1) by Q(1/n?). The
spacings between the corresponding eigenvalues of A, A\ = 2v/2cosp, are Q(1/n%). The remaining two
eigenvalues of A can be obtained by considering solutions with p imaginary, and it is easy to show that they
are separated from the rest of the spectrum by a constant amount. By taking (say) T = 5n/A = O(n?), we
can ensure that the probability to reach the EXIT is (1/n). Thus there is an efficient quantum algorithm
to traverse the glued trees graph.

17.7 Classical lower bound

It remains to show that this problem is difficult for a classical computer. A formal proof of this fact can
be given using a sequence of reductions to problems that are essentially no easier than the original one, but
that restrict the nature of the allowed algorithms. Here we will simply sketch the main ideas.

First, note that if we name the vertices at random using strings of about, say, 2log|V/| bits, then there
are exponentially many more possible names than there are actual vertices. Since the probability that a
randomly guessed name corresponds to a vertex of the graph is exponentially small, we can essentially restrict
our attention to algorithms that query a connected set of vertices, starting from the ENTRANCE (the only
vertex whose name is known initially).

Next, suppose we consider the algorithm to succeed not only if it reaches the EXIT, but also if it manages
to find a cycle in the graph. This only makes it easier for the algorithm to succeed, but not significantly so,
since it turns out to be hard even to find a cycle.

Now we can restrict our attention to the steps the algorithm takes before it finds a cycle. Notice that
for such steps, the names supplied by the black box provide no information whatsoever about the structure
of the graph: they could just as well be simulated by a sequence of random responses. Therefore, we can
think of an algorithm as simply producing a rooted binary tree and embedding it into the glued trees graph
at random. To show that the algorithm fails, it suffices to show that under such a random embedding,
the probability of any rooted binary tree giving rise to a cycle or reaching the exit is small. By a fairly
straightforward probabilistic argument, one can show that even for exponentially large trees (say, having
at most 2"/6 vertiecs), the probability of the embedded tree giving rise to a cycle or reaching the exit is
exponentially small. Thus any classical algorithm for solving the black box glued trees traversal problem
must make exponentially many queries to succeed with more than exponentially small probability.
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Discrete-time quantum walk

In the last lecture we introduced the notion of continuous-time quantum walk. We now turn our attention
to discrete-time quantum walk, which provides a convenient framework for quantum search algorithms.

18.1 Discrete-time quantum walk

It is trickier to define a quantum analog of a discrete-time random walk than of a continuous-time random
walk. In the simplest discrete-time random walk on G, at each time step we simply move from any given
vertex to each of its neighbors with equal probability. Thus the walk is governed by the |V| x |V| matrix M
with entries

1/ deg(k k) e E
0 otherwise.

for j,k € V: an initial probability distribution p over the vertices evolves to p’ = Mp after one step of the
walk.

To define a quantum analog of this process, we would like to specify a unitary operator U with the property
that an input state |j) corresponding to the vertex j € V evolves to a superposition of the neighbors of j.
We would like this to happen in essentially the same way at every vertex, so we are tempted to propose the
definition

? 1
N |05) = —— k). 18.2
17) = 19) ) k:(j,zk):EE ) (18.2)

However, a moment’s reflection shows that this typically does not define a unitary transformation, since
the orthogonal states |j) and |k) corresponding to adjacent vertices j, k with a common neighbor ¢ evolve
to non-orthogonal states. We could potentially avoid this problem using a rule that sometimes introduces
phases, but that would violate the spirit of defining a process that behaves in the same way at every vertex.
In fact, even if we give that up, there are some graphs that simply do not allow local unitary dynamics [102].

We can get around this difficulty if we allow ourselves to enlarge the Hilbert space, an idea proposed by
Watrous as part of a logarithmic-space quantum algorithm for deciding whether two vertices are connected
in a graph [111]. Let the Hilbert space consist of states of the form |j, k) where (j, k) € E. We can think of
the walk as taking place on the (directed) edges of the graph; the state |j, k) represents a walker at vertex j
that will move toward vertex k. Each step of the walk consists of two operations. First, we apply a unitary
transformation that operates on the second register conditional on the first register. This transformation is
sometimes referred to as a “coin flip,” as it modifies the next destination of the walker. A common choice is
the Grover diffusion operator over the neighbors of j, namely

C:=)_ 1)l @ (210:)(0;] 1) (18.3)

JEV

Next, the walker is moved to the vertex indicated in the second register. Of course, since the process must
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be unitary, the only way to do this is to swap the two registers using the operator

Si= Y 14 k)(k gl (18.4)

(G.k)eE

Overall, one step of the discrete-time quantum walk is described by the unitary operator SC.

In principle, this construction can be used to define a discrete-time quantum walk on any graph (although
care must be taken if the graph is not regular). However, in practice it is often more convenient to use an
alternative framework introduced by Szegedy [109], as described in the next section.

18.2 How to quantize a Markov chain

A discrete-time classical random walk on an N-vertex graph can be represented by an N x N matrix P.
The entry Py; represents the probability of making a transition to & from j, so that an initial probability
distribution p € RY becomes Pp after one step of the walk. To preserve normalization, we must have
Zszl Py =1forany j € {1,..., N}; we say that such a matrix is stochastic.

For any N x N stochastic matrix P (not necessarily symmetric), we can define a corresponding discrete-
time quantum walk, a unitary operation on the Hilbert space CV @ CV. To define this walk, we introduce
the states

N
95 = 17) © Y /Pujlk) (18.5)
k=1

N
=Y VPuili. k) (18.6)

k=1

for j =1,...,N. Each such state is normalized since P is stochastic. Now let

N
I := Z |15 (5] (18.7)

denote the projection onto span{|¢;) : j =1,..., N}, and let

N
Si="Y" 1j,k)(k, jl (18.8)

j,k=1

be the operator that swaps the two registers. Then a single step of the quantum walk is defined as the
unitary operator U := S(2II — 1).

Notice that if Pjp = Aji/deg(k) (i.e., if the walk simply chooses an outgoing edge of an underlying
digraph uniformly at random), then this is exactly the coined quantum walk with the Grover diffusion
operator as the coin flip.

If we take two steps of the walk, then the corresponding unitary operator is

[S(21T — 1)][S(2II — 1)] = [S(2II — 1)S][2II — 1] (18.9)
= (28T1S — 1)(211 — 1), (18.10)

which can be interpreted as the reflection about span{|i;)} followed by the reflection about span{S|;)}
(the states where we condition on the second register to do a coin operation on the first). To understand the
behavior of the walk, we will now compute the spectrum of U; but note that it is also possible to compute
the spectrum of a product of reflections more generally.
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18.3 Spectrum of the quantum walk

83

To understand the behavior of a discrete-time quantum walk, it will be helpful to compute its spectral

decomposition. Let us show the following:

Theorem 18.1. Fiz an N X N stochastic matriz P, and let {|\)} denote a complete set of orthonormal
eigenvectors of the N x N matriz D with entries D, = \/PjiPy; with eigenvalues {\}. Then the eigenvalues

of the discrete-time quantum walk U = S(2I1 — 1) corresponding to P are &1 and A4 i/1 — \2 = eFiarccos A

Proof. Define an isometry

T :=

-

[%3) (Gl

1

J

fu,

JWMZ

J

mapping states in CV to states in CY @ CV, and let |A) := T|\). Notice that

TT' = Z [45) Gilk) (x|

]kl

= lej "/’j

:H’

whereas

N
T = 37 13l (k]
jk=1
N

= S PPkl (s ) (k]

jiklm=1

=Y Pyl

Gl=1
=17

and

TIST = S 1) (1Sl (k

k=1

N
= > VPuPuli) .Uk m) K

Jik,€;m=1

N
= Z vV PjrPrjlj) (k

jk=1
=D.

(18.11)

(18.12)

(18.13)

(18.14)

(18.15)

(18.16)

(18.17)

(18.18)

(18.19)

(18.20)

(18.21)

(18.22)

(18.23)
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Applying the walk operator U to |A) gives

UIA) = S(2IT — 1)|A) (18.24)

= SQ2TTT — 1)T|\) (18.25)

= 25T|\) — ST|\A) (18.26)

=S|\, (18.27)

and applying U to S |5\> gives

US|\) = S(2IT — 1)S|\) (18.28)

= S(2TTT — 1)ST|\) (18.29)

= (2STD — T)|\) (18.30)

= 2)\S|\) — | ). (18.31)

We see that the subspace span{|\), S|A)} is invariant under U, so we can find eigenvectors of U within this
subspace.
Now let |u) :=|A) — pS|A), and let us choose p € C so that |p) is an eigenvector of U. We have

Ulu) = SIX) = p(2AS|A) — X)) (18.32)
= A + (1 = 22)S|N). (18.33)

Thus p will be an eigenvalue of U corresponding to the eigenvector |u) provided (1 — 2 p) = p(—p), i.e.
pr =2 \u+1=0, so

p=A+iy1— A2 (18.34)

Finally, note that for any vector in the orthogonal complement 0f~span{\5\>,5’ AV}, U simply acts as —S
(since II = TTT = 37, TIN(A|ITT = 3, |[A\){(\| projects onto span{|A)}). In this subspace, the eigenvalues
are 1. 0

18.4 Hitting times

We can use random walks to formulate a generic search algorithm, and quantizing this algorithm gives a
generic square root speedup [109]. Consider a graph G = (V, E), with some subset M C V of the vertices
designated as marked. We will compare classical and quantum walk algorithms for deciding whether any
vertex in G is marked.

Classically, a straightforward approach to this problem is to take a random walk defined by some stochastic
matrix P, stopping if we encounter a marked vertex. In other words, we modify the original walk P to give
a walk P’ defined as

1 ke Mand j=k
j{k =40 ke Mand j #k (18.35)
P, k¢ M.

Let us assume from now on that the original walk P is symmetric, though the modified walk P’ clearly is
not provided M is non-empty. If we order the vertices so that the marked ones come last, the matrix P’ has

the block form
P = (%” ?) (18.36)

where P is obtained by deleting the rows and columns of P corresponding to vertices in M.
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Suppose we take t steps of the walk. A simple calculation shows

(P! = P 0 (18.37)
QU+Pyu+-—-+Py") I :
P} 0
— (ngf_l 1) . (18.38)
Py—1

Now if we start from the uniform distribution over unmarked items (if we start from a marked item we
are done, so we might as well condition on this not happening), then the probability of not reaching a
marked item after ¢ steps is m Zj,kgM[PJt\/I]jk < ||Pi 1| = ||Pa|f, where the inequality follows because

the left hand side is the expectation of P}, in the normalized state |V \ M) = \/N%IM\ > j¢m ) Now if

[IPaz|| = 1—A, then the probability of reaching a marked item after ¢ steps is at least 1—||Py||? = 1—(1—-A)?,
which is Q(1) provided ¢ = O(1/A) = O(y=po7)-

It turns out that we can bound || Pys|| away from 1 knowing only the fraction of marked vertices and the
spectrum of the original walk. Thus we can upper bound the hitting time, the time required to reach some
marked vertex with constant probability.

Lemma 18.2. If the second largest eigenvalue of P (in absolute value) is at most 1 —§ and |[M| > eN, then
(I1Par]] <1 —de.

Proof. Let |v) € RV=IM| be the principal eigenvector of Py, and let |w) € RN be the vector obtained by
padding |v) with Os for all the marked vertices.

We will decompose |w) in the eigenbasis of P. Since P is symmetric, it is actually doubly stochastic,
and the uniform vector |V) = f >_;j 1) corresponds to the eigenvalue 1. All other eigenvectors [A) have
eigenvalues at most 1 — ¢ by assumption. Now

[ Parll = (v|Parlv) (18.39)
= (w|Plw) (18.40)

= [(VIw)* + > Al(AJw)? (18.41)

A£1L
<|(VIw)]* + (1 =68) > [(Alw)[? (18.42)
AL
=1-0> [(Alw)]? (18.43)
A£1
=1—=6(1 = [(V]w)[*). (18.44)

But by the Cauchy-Schwarz inequality,

[(VIw) [ = (V[T s ]w)[? (18.45)
< Ty VP - )2 (18.46)
N —|M
= % (18.47)
<l-¢ (18.48)
where Ily\ar = 3- ¢ p [7) (] Thus [|[Pa[] <1 — e as claimed. O

Thus we see that the classical hitting time is O(1/de).
Now we turn to the quantum case. Our strategy will be to perform phase estimation with sufficiently
high precision on the operator U, the quantum walk corresponding to P’, with the state

(18.49)

) = ﬁ% 1¥;).
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Im(z)
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Figure 18.1: The classical gap, 1 — A = 1 — cos#, appears on the real axis. The quantum phase gap,
6 = arccos ), is quadratically larger, since cosf > 1 — 62/2, i.e., arccos A > 1/2(1 — \).

This state can easily be prepared by starting from the state
1
T\WV)=— i 18.50

and measuring whether the first register corresponds to a marked vertex; if it does then we are done, and if
not then we have prepared |1).
Py 0
( 6” I> : (18.51)

The matrix D for the walk P’ is
so according to the spectral theorem, the eigenvalues of the resulting walk operator U are £1 and e+?arccos A
where A runs over the eigenvalues of Py;. If the marked set M is empty, then P’ = P, and [|¢) is an
eigenvector of U with eigenvalue 1, so phase estimation on U is guaranteed to return a phase of 0. But if M
is non-empty, then the state |1)) lives entirely within the subspace with eigenvalues e*?2r°%sA Thus if we
perform phase estimation on U with precision O(miny arccos \), we will see a phase different from 0. Since
arccos A > 1/2(1 — X\) (see Figure 18.1 for an illustration), we see that precision O(1/1 — || Pas||) suffices. So

the quantum algorithm can decide whether there is a marked vertex in time O(1/1/1 — |[Par[]) = O(1/V/e).
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Unstructured search

Now we begin to discuss applications of quantum walks to search algorithms. We start with the most basic
of all search problems, the unstructured search problem (which is solved optimally by Grover’s algorithm).
We discuss how this problem fits into the framework of quantum walk search, and also describe amplitude
amplification and quantum counting in this setting. We also discuss quantum walk algorithms for the search
problem under locality constraints.

19.1 Unstructured search

In the unstructured search problem, we are given a black box function f: S — {0, 1}, where S is a finite set
of size |S| = N. The inputs € M, where M := {x € S: f(z) = 1}, are called marked items. In the decision
version of the problem, our goal is to determine whether M is empty or not. We might also want to find a
marked item when one exists.

It is quite easy to see that even the decision problem requires (V) classical queries, and that N queries
suffice, so the classical query complexity of unstructured search is ©(N).

You should already be familiar with Grover’s algorithm, which solves this problem using O(v/N) quantum
queries [57]. Grover’s algorithm works by starting from the state |S) := > _ol|x)/ VN and alternately
applying the reflection about the set of marked items, >, 2|x)(z| — 1, and the reflection about the state
|S), 215)(S| — 1. The former can be implemented with two quantum queries to f, and the latter requires no
queries to implement. It is straightforward to show that there is some ¢ = O(1/N/|M|) for which ¢ steps of
this procedure give a state with constant overlap on |M) (assuming M is non-empty), so that a measurement
will reveal a marked item with constant probability.

It can be shown that unstructured search requires Q(y/N/|M|) queries. We will prove this when we
discuss adversary lower bounds.

19.2 Quantum walk algorithm

Consider the discrete-time random walk on the complete graph represented by the stochastic matrix

o1 1 -1

10 1 -1

1 . .
P=——11 1 0 B 19.1
N-1] (19.1)

. o

11 1 0

N 1

It has eigenvalues 1 (which is non-degenerate) and —1/(N — 1) (with degeneracy N — 1). Since the graph is

highly connected, its spectral gap is very large: we have 6 = 1+ ﬁ = %
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This random walk gives rise to a very simple classical algorithm for unstructured search. In this algorithm,
we start from a uniformly random item and repeatedly choose a new item uniformly at random from the
other N —1 possibilities, stopping when we reach a marked item. The fraction of marked items is e = |[M|/N,
so the hitting time of this walk is

0 (i) _ W — O(N/|M]) (19.3)

(this is only an upper bound on the hitting time, but in this case we know it is optimal). Of course, if we
have no a priori lower bound on |M]| in the event that M is non-empty, the best we can say is that e > 1/N,
giving a running time O(N).

The corresponding quantum walk search algorithm has a hitting time of

1
0 (\/&> = O(\/N/|M]), (19.4)

corresponding to the running time of Grover’s algorithm. To see that this actually gives an algorithm using
O(y/N/|M|) queries, we need to see that a step of the quantum walk can be performed using only O(1)
quantum queries. In the case where the first item is marked, the modified classical walk matrix is

N-11 1 --- 1

0 0 1 1

1 . .
0 1 1 0

so that the vectors |1;) are [11) = [1,1) and [¢;) = |4, S\ {j}) = \/ 514, 5) — \/%U,j) forj=2,...,N.

With a general marked set M, the projector onto the span of these states is

M=% )0 dl+ Y 1S\ {h G S\ i, (19.6)

JEM JjEM

so the operator 2II — 1 acts as Grover diffusion over the neighbors when the vertex is unmarked, and as a
phase flip when the vertex is marked. (Note that since we start from the state [¢) = >4,/ |1);), we stay
in the subspace of states span{|j,k): (j,k) € E}, and in particular have zero support on any state |j,j)
for j € V, so 2I1 — 1 acts as —1 when the first register holds a marked vertex.) Each such step can be
implemented using two queries of the black box, one to compute whether we are at a marked vertex and
one to uncompute that information; the subsequent swap operation requires no queries. Thus the query
complexity is indeed O(y/N/|M]).

This algorithm is not exactly the same as Grover’s; for example, it works in the Hilbert space CV @ C¥
instead of CV. Nevertheless, it is clearly closely related. In particular, notice that in Grover’s algorithm,
the unitary operation 2|S)(S| — 1 can be viewed as a kind of discrete-time quantum walk on the complete
graph, where in this particular case no coin is necessary to define the walk.

The algorithm we have described so far only solves the decision version of unstructured search. To find
marked item, we could use bisection, but this would introduce a logarithmic overhead. In fact, it can be
shown that the final state of the quantum walk algorithm actually encodes a marked item when one exists.

19.3 Amplitude amplification and quantum counting

We briefly mention some other concepts related to unstructured search that provide useful tools for quantum
algorithms in general. These ideas are typically presented in the context of Grover’s algorithm; here we
describe them in the framework of quantum walk search. This is slightly less space efficient, but the essential
ideas are the same.
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Amplitude amplification is a general method for boosting the success probability of a (classical or quan-
tum) subroutine [27]. It can be implemented by quantum walk search as follows. Suppose we have a
procedure that produces a correct answer with probability p (i.e., with an amplitude of magnitude /p if
we view it as a quantum process). From this procedure we can define a two-state Markov chain that, at
each step, moves from the state where the answer is not known to the state where the answer is known with
probability p, and then remains there. This walk has the transition matrix

; 1-p 0
P_< p 1)’

so Py; = 1 — p, giving a quantum hitting time of O(1//1 — || Pun||) = O(1//D).

For some applications, it may be desirable to estimate the value of p. Quantizing the above two-state
Markov chain gives eigenvalues in the non-marked subspace of e?arecos(1-p) — eFiVIHO®Y?), By applying
phase estimation, we can determine ,/p approximately. Recall that phase estimation gives an estimate with
precision p using O(1/u) applications of the given unitary [40] (assuming we cannot apply high powers of the
unitary any more efficiently than simply applying it repeatedly). An estimate of /p with precision p gives
an estimate of p with precision p./p (since (y/p+ O(u))* = p+ O(uy/P)), so we can produce an estimate of
p with precision v in O(y/p/v) steps.

In particular, if the Markov chain is a search of the complete graph as described in the previous section,
with |M| marked sites out of N, then p = |M|/N, and this allows us to count the number of marked items.
We obtain an estimate of |M|/N with precision v in O(y/|M|/N/v) steps. If we want a multiplicative
approximation of |M| with precision p, this means we need O(/N/|M|/p) steps.

Note that for exact counting, no speedup is possible in general. If |M| = ©(NN) then we need to estimate
p within precision O(1/N) to uniquely determine |M|, but then the running time of the above procedure is
O(N). In fact, it can be shown that exact counting requires Q(N) queries [18].

19.4 Search on graphs

We can also consider a variant of unstructured search with additional locality constraints. Suppose we view
the items in S as the vertices of a graph G = (S, E), and we require the algorithm to be local with respect
to the graph. More concretely, we require the algorithm to alternate between queries and unitary operations
U constrained to satisfy Ulj,v¢) = Zkejué)(j) aglk, ) for any j € S (where the second register represents
possible ancillary space, and recall that 9(j) denotes the set of neighbors of j in G) [2].

Since we have only added new restrictions that an algorithm must obey, the Q(\/N ) lower bound from
the non-local version of the problem still applies. However, it is immediately clear that this bound cannot
always be achieved. For example, if the graph is a cycle of IV vertices, then simply propagating from one
vertex of the cycle to an opposing vertex takes time Q(N). So we would like to know, for example, how far
from complete the graph can be such that we can still perform the search in O(\/ﬁ ) steps.

First, note that any expander graph (a graph with degree upper bounded by a constant and second
largest eigenvalue bounded away from 1 by a constant) can be searched in time O(v/N). Such graphs have
§ = Q(1), and since € > 1/N when there are marked items, the quantum hitting time is O(1/v/d¢) = O(v/N)
(whereas the classical hitting time is O(1/de) = O(N)).

There are also many cases in which a quantum search can be performed in time O(v/N) even though the
eigenvalue gap of P is non-constant [103, 35, 12]. For example, consider the n-dimensional hypercube (with
N = 2" vertices). Recall that since the adjacency matrix acts independently as o, on each coordinate, the
eigenvalues are equally spaced, and the gap of P is 2/n. Thus the general bound in terms of the eigenvalues
of P shows that the classical hitting time is O(nN) = O(N log N). In fact, this bound is loose; the hitting
time is actually O(N), which can be seen by directly computing || Pas|| with one marked vertex. So there is
a local quantum algorithm that runs in the square root of this time, namely O(v/N).

Perhaps the most interesting example is the d-dimensional square lattice with N sites (i.e., with linear
size N'/?). This case can be viewed as having N items distributed on a grid in d-dimensional space. For
simplicity, suppose we have periodic boundary conditions; then the eigenstates of the adjacency matrix are
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given by

~ 1 ik /N1/4
|k) ::\/—NZeQ fea /NS ) (19.7)
x

where k is a d-component vector of integers from 0 to N'/¢ — 1. The corresponding eigenvalues are

d 27k
QZCOS Nl/fi. (19.8)
j=1
Normalizing to obtain a stochastic matrix, we simply divide these eigenvalues by 2d. The 1 eigenvector has
k= (0,0,...,0), and the second largest eigenvalue comes from (e.g.) k = (1,0,...,0), with an eigenvalue
1 o 1/ 20 \°

Thus the gap of the walk matrix P is about d]2V77;2/d = O(N~?/4). This is another case in which the bound
on the classical hitting time in terms of eigenvalues of P is too loose (it gives only O(N'*2/%)), and instead
we must directly estimate the gap of Py;. One can show that the classical hitting time is O(N?) in d = 1,
O(NlogN) in d = 2, and O(N) for any d > 3. Thus there is a local quantum walk search algorithm that
saturates the lower bound for any d > 3, and one that runs in time time O(y/N log N) for d = 2. We already
argued that there could be no speedup for d = 1, and indeed we see that the quantum hitting time in this
case is O(N).



Chapter 20

Quantum walk search

In this lecture we will discuss the algorithm that cemented the importance of quantum walk as a tool for
quantum query algorithms: Ambainis’s algorithm for the element distinctness problem [11]. The key new
conceptual idea of this algorithm is to consider walks that store information obtained from many queries at
each vertex, but that do not require many queries to update this information for an adjacent vertex. This
idea leads to a general, powerful framework for quantum walk search [83, 98].

20.1 Element distinctness

In the element distinctness problem, we are given a black-box function f: {1,...,n} — S, where S is
some finite set. The goal is to determine whether there are two distinct inputs z,y € {1,...,n} such that
f(x) = f).

It is clear that a classical algorithm must make Q(n) queries to solve the problem, since deciding whether
there is such a pair is at least as hard as unstructured search (suppose we give the additional promise that if
there is a pair, it will be with # = 1 for which f(1) = 1; then we must search for a y € {2,...,n} for which
f(y) =1). By the same argument, there is a quantum lower bound for element distinctness of Q(y/n).

There is a simple quantum algorithm that uses Grover’s algorithm recursively to improve upon the trivial
running time of O(n) [30]. To see how this algorithm works, first consider the following subroutine. Query
f in £ randomly chosen places, and check whether one of these ¢ places belongs to a pair of inputs that map
to the same value by performing a Grover search on the remaining n — ¢ inputs. The initial setup takes ¢
queries, and the Grover search takes O(v/n — £) = O(y/n) queries, for a total of £+ O(y/n). This subroutine
fails most of the time, since it is likely that the random choice of ¢ inputs will be unlucky, but it succeeds with
probability at least £/n. To boost the success probability, we can use amplitude amplification, which takes
O(y/n/¥) steps to boost the success probability to a constant. Overall, we can obtain success probability
(1) using

(€ +v/n)y/n/l =Vnl+n/Vi (20.1)

queries. To optimize the query complexity, we set the two terms to be equal, giving ¢ = y/n and hence a
query complexity of O(n3/%). (Note that an analysis of the running time of this algorithm would include
extra logarithmic factors, since the inner use of Grover’s algorithm must check whether an element against
¢ queried function values, which can be done in time O(log ¢) provided S is ordered and we initially sort the
queried values.)

So far, we have a quantum upper bound of O(n?/4), and a quantum lower bound of Q(n'/2). It turns out
that both of these can be improved. On the lower bound side, Aaronson and Shi proved an Q(nl/ 3) lower
bound for the closely-related collision problem, in which the goal is to distinguish one-to-one from two-to-
one functions [3]. This implies an Q(n?/3) lower bound for element distinctness by the following reduction.
Suppose we randomly choose y/n inputs of the collision problem function and run the element distinctness
algorithm on them. If the function is two-to-one, then there is some pair of elements in this set mapping to
the same value with high probability (by the birthday problem), which the element distinctness algorithm
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will detect. Hence a k-query element distinctness algorithm implies an O(\/E)—query collision algorithm; or
equivalently, a k-query collision lower bound implies an Q(k?) element distinctness lower bound.

Now the question remains, can we close the gap between the O(n?/4) upper bound and this Q(n?/3) lower
bound? Ambainis’s quantum walk algorithm does exactly this.

20.2 Quantum walk algorithm

The idea of Ambainis’s algorithm is to quantize a walk on the Johnson graph J(n,m), where m is chosen
appropriately. This graph has (:1) vertices corresponding to subsets of {1,2,...,n} of size m, and two
vertices are connected by an edge if the subsets differ in exactly one element.

To simplify the analysis slightly, we will use a different graph, the Hamming graph H(n, m). The vertices
of this graph are the m-tuples of values from {1,2,...,n} (so there are n™ vertices). Two vertices are
connected by an edge if they differ in exactly one coordinate. There are two main differences between the
Johnson and Hamming graphs: the Hamming graph allows for repeated elements, and the order of elements
is significant. Neither of these differences significantly affects the performance of the algorithm.

At each vertex, we store the values of the function at the corresponding inputs. In other words, the
vertex (x1,xa,...,Tm) € {1,2,...,n}™ is represented by the state

|x1, o, oo T, f(21), f(2), .., f(Tm))- (20.2)

To prepare such states, we must query the black-box function. In particular, to prepare an initial superpo-
sition over vertices of this graph takes m queries. However, we can move from one vertex to an adjacent
vertex using only two queries: to replace x by y in any particular coordinate, we use one query to erase f(x)
and another to compute f(y).

In this search problem, the marked vertices are those containing some = # y with f(z) = f(y). Notice
that, given the stored function values, we can check whether we are at a marked vertex with no additional
queries. The total number of marked vertices (in the case where the elements are not all distinct) is at least

(") (n—2)™72, so the fraction of marked vertices is

. m(m —1)(n —2)™ 2_
- 2n™

To analyze the walk, we also need the eigenvalues of the relevant Markov chain. The adjacency matrix

of the Hamming graph H(n,m) is A = 1" (J — 1)@, where J denotes the n x n all 1s matrix, and

the superscript indicates that this matrix acts on the ith coordinate. The eigenvalues of J are n and

0, so the eigenvalues of J — I are n — 1 and —1. Hence the largest eigenvalue of A is m(n — 1) (the

degree of any vertex of H(n,m)) and the second largest eigenvalue is (m —1)(n — 1) — 1 = m(n — 1) — n.

Normalizing by the degree, we see that the second largest eigenvalue of the stochastic matrix A/m(n — 1) is
(m(n—1)—n)/m(n—1)=1—n/m(n —1). In other words, the spectral gap is

(20.3)

n

0= ————. 20.4

m(n—1) (20-4)

Finally, how many queries does this algorithm use? Taking into account the initial m queries used to
prepare the starting state and the 2 queries per step of the walk, we have a total number of queries

m+2-0 (\%) =m+0 (\/ m("n_ D \/m(m - 12)?:_ 2)m_2> (20.5)

n
—m—&—O(\/m). (20.6)
Again we can set the two terms equal to optimize the performance. We have m3/? = O(n), so we should
take m = ©(n?/3). Then the total number of queries is O(n?/3), which matches the lower bound, and hence
is optimal.

Note that for the classical random walk search algorithm that we have quantized, the corresponding
query complexity is m + O(n?/m), which is optimized by m = n. This gives no improvement over querying
every input, as we knew must be the case.
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20.3 Quantum walk search algorithms with auxiliary data

Algorithms based on similar ideas turn out to be useful for a wide variety of problems, including deciding
whether a graph contains a triangle (or various other related graph properties), checking matrix multiplica-
tion, and testing whether a group is abelian. In general, as in the element distinctness case, we may need to
store some data at each vertex, and we need to take into account the operations on this data when analyzing
the walk.

Suppose we have a setup cost S, a cost U to update the state after one step of the walk, and a cost C to
check whether a vertex is marked. For example, in Ambainis’s algorithm for element distinctness, we had

S=m to query m positions (20.7)
U=2 to remove one of the items and add another (20.8)
C=0 since the function values for the subset are stored. (20.9)

In general, there is an algorithm to solve such a problem with total cost

1
S+ —=U+0C). 20.10
\/&( ) (20.10)
It turns out that for some problems, when the checking cost C' is much larger than the update cost U,
it is advantageous to take many steps of the walk on the unmarked graph before performing a phase flip on
the marked sites. This is how Ambainis’s algorithm originally worked, though for element distinctness it is
not actually necessary. Using this idea, one can give a general quantum walk search algorithm with total
cost [83]

s+\% (\}SUJFC). (20.11)

In fact, it is also possible to modify the general algorithm so that it finds a marked item when one exists.
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Part 1V

Quantum query complexity






Chapter 21

Query complexity and the polynomial
method

So far, we have discussed several different kinds of quantum algorithms. In the next few chapters, we discuss
ways of establishing limitations on the power of quantum algorithms [65]. After reviewing the model of
quantum query complexity, this lecture presents the polynomial method, an approach that relates quantum
query algorithms to properties of polynomials.

21.1 Quantum query complexity

Many of the algorithms we have covered work in the setting of query complexity, where the input for a
problem is provided by a black box. This setting is convenient since the black box provides a handle for
proving lower bounds: we can often show that many queries are required to compute some given function
of the black-box input. In contrast, it is notoriously difficult to prove lower bounds on the complexity of
computing some function of explicit input data.

We briefly formalize the model of query complexity. Consider the task of computing a function f: S — T,
where S C ¥ is a set of strings over some input alphabet ¥. If S = ¥ then we say f is total; otherwise we
say it is partial. The input string x € S is provided to us by a black box that computes x; for any desired
1 €{1,...,n}. A query algorithm begins from a state that does not depend on the oracle string x. It then
alternates between queries to the black box and other, non-query operations. Our goal is to compute f(z)
using as few queries to the black box as possible.

Of course, the minimum number of queries (which we call the query complexity of f) depends on the
kind of computation we allow. There are at least three natural models:

e D(f) denotes the deterministic query complexity, where the algorithm is classical and must always
work correctly.

e R, denotes the randomized query complexity with error probability at most . Note that this it does not
depend strongly on € since we can boost the success probability by repeating the computation several
times and taking a majority vote. Therefore R(f) = ©(R;/3(f)) for any constant €, so sometimes we
simply write R(f).

e (). denotes the quantum query complexity, again with error probability at most €. Similarly to the
randomized case, Q(f) = ©(Q1,3(f)) for any constant ¢, so sometimes we simply write Q(f).

We know that D(OR) = n and R(OR) = O(n). Grover’s algorithm shows that Q(0R) = O(y/n). In this
lecture we will use the polynomial method to show (among other things) that Q(oR) = Q(y/n), a tight lower
bound.
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21.2 Quantum queries

A quantum query algorithm begins from z-independent state |1/} and applies a sequence of unitary operations
Ui, ..., U; interspersed with queries O,, resulting in the state

[YL) := U0, ... Us0,U 04 |9)). (21.1)

To make this precise, we need to specify the action of the oracle O,,.
For simplicity, we will mostly consider the case where the input is a bit string, i.e., ¥ = {0,1}. Perhaps
the most natural oracle model is the bit flip oracle O,, which acts as

Ouli,b) = li,b@a;)  forie{l,...,n}, be{0,1}. (21.2)

This is simply the linear extension of the natural reversible oracle mapping (¢,b) — (4,b ® z;), which can be
performed efficiently given the ability to efficiently compute i — ;. Note that the algorithm may involve
states in a larger Hilbert space; implicitly, the oracle acts as the identity on any ancillary registers.

It is often convenient to instead consider the phase oracle, which is obtained by conjugating the bit-flip
oracle by Hadamard gates: by the well-known phase kickback trick, O, = (I ® H)O,(I ® H) satisfies

Oyli,b) = (1)

i,b) forie{l,...,n}, be{0,1}. (21.3)

Note that this is slightly wasteful since O,.|i,0) = |7, 0) for all i; we could equivalently consider a phase oracle
O}, defined by O,|0) = |0) and O|i) = (—1)*|i) for all i € {1,...,n}. However, it is essential to include the
ability to not query the oracle by giving the oracle some eigenstate of known eigenvalue, independent of x.
If we could only perform the phase flip |i) — (=1)%i|i) for ¢ € {1,...,n}, then we could not tell a string =
from its bitwise complement Z.

These constructions can easily be generalized to the case of a d-ary input alphabet, say ¥ = Z; (identifying
input symbols with integers modulo d). Then for b € ¥, we can define an oracle O, by

Ogli,b) = li,b+a;)  forie{l,...,n}, beZg. (21.4)
Taking the Fourier transform of the second register gives a phase oracle O, = (I ® Fy, d)OI(I ® FZTd) satisfying

O, i, b) = Wb

i,b) forie {1,...,n},beZy (21.5)

where wg = e27i/d,

21.3 Quantum algorithms and polynomials
The following shows a basic connection between quantum algorithms and polynomials [18].

Lemma 21.1. The acceptance probability of a t-query quantum algorithm for a problem with black-box input
x € {0,1}™ is a polynomial in x1,...,T, of degree at most 2t.

Proof. We claim that the amplitude of any basis state is a polynomial of degree at most ¢, so that the
probability of any basis state (and hence the probability of success) is a polynomial of degree at most 2t.
The proof is by induction on ¢. If an algorithm makes no queries to the input, then its success probability
is independent of the input, so it is a constant, a polynomial of degree 0.
For the induction step, a query maps

i, b) 2% (—1)% i, b) (21.6)
= (1 - 2bxi)|27 b)? (21.7)

so it increases the degree of each amplitude by at most 1. O
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Consider a Boolean function f: {0,1}" — {0,1}. We say a polynomial p € R[z1,...,x,] represents f if
p(z) = f(x) for all z € {0,1}". Letting deg(f) denote the smallest degree of any polynomial representing f,

we have Qo(f) > deg(f)/2.
To handle bounded-error algorithms, we introduce the concept of approzimate degree. We say a polyno-

mial p e-represents f if |p(x) — f(z)| < e for all z € {0,1}"™. Then the e-approximate degree of f, denoted

aé—@/ge( f), is the smallest degree of any polynomial that e-represents f. Clearly, Q.(f) > a;ée( f)/2. Since
bounded-error query complexity does not depend strongly on the particular error probability €, we can define,

say, deg(f) := degy5(f)-
Now to lower bound the quantum query complexity of a Boolean function, it suffices to lower bound its
approximate degree.

21.4 Symmetrization

While polynomials are well-understood objects, the acceptance probability is a multivariate polynomial, so
it can be rather complicated. Since 2 = x for z € {0,1}, we can restrict our attention to multilinear
polynomials, but it is still somewhat difficult to deal with such polynomials directly. Fortunately, for many
functions it suffices to consider a related univariate polynomial obtained by symmetrization.

For a string = € {0,1}", let |z| denote the Hamming weight of z, the number of 1s in x.

Lemma 21.2. Given any n-variate multilinear polynomial p, let P(k) := Ejy—x[p(x)]. Then P is a polyno-
mial with deg(P) < deg(p).

Proof. Since p is multilinear, it can be written as a sum of monomials, i.e., as

pla)= > es[]a (21.8)

SC{l,....,n} i€S
for some coefficients cg. Then we have
P(k) = Z s Ejgj=k [H l’z} (21.9)
SC{1,...,n} €S

and it suffices to compute the expectation of each monomial. We find

(25
= 21.11
) iy
C (n—|SDE! (n — K)!
= =S —R)nl (21.12)
= wmk—l)m(k—wl—kl) (21.13)

which is a polynomial in &k of degree |S|. Since cg = 0 whenever |S| > deg(p), we see that deg(P) <
deg(p)- m

Thus the polynomial method is a particularly natural approach for symmetric functions, those that only
depend on the Hamming weight of the input.

21.5 Parity

Let PARITY: {0,1}" — {0, 1} denote the symmetric function PARITY(z) = 21 P- - -®x,,. Recall that Deutsch’s
problem, which is the problem of computing the parity of 2 bits, can be solved exactly with only one quantum
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query. Applying this algorithm to a pair of bits at a time and then taking the parity of the results, we see
that Qo(PARITY) < n/2.

What can we say about lower bounds for computing parity? Symmetrizing PARITY gives the function
P:{0,1,...,n} — R defined by

P(k) = 0 ?f k %S even (21.14)
1 if k is odd.

Since P changes direction n times, deg(P) > n, so we see that Qo(PARITY) > n/2. Thus Deutsch’s algorithm
is tight among zero-error algorithms.

What about bounded-error algorithms? To understand this, we would like to lower bound the approxi-
mate degree of PARITY. If [p(z) — f(z)| < e for all € {0,1}", then

P(k) — F()| = ]Ez|_k<p<x> )| < e (21.15)

for all k € {0,1,...,n}, where P is the symmetrization of p and F is the symmetrization of f. Thus, a
multilinear polynomial p that e-approximates PARITY implies a univariate polynomial P satisfying P(k) < e
for k even and P(k) > 1 — € for k odd. For any e < 1/2, this function still changes direction n times, so in
fact we have deg (f) > n, and hence Q.(PARITY) > n/2.

This shows that the strategy for computing parity using Deutsch’s algorithm is optimal, even among
bounded-error algorithms. This is an example of a problem for which a quantum computer cannot get a
significant speedup—here the speedup is only by factor of 2. In fact, we need at least n/2 queries to succeed
with any bounded error, even with very small advantage (e.g., even if we only want to be correct with
probability % + 107199, In contrast, while the adversary method can prove an Q(n) lower bound for parity,
the constant factor that it establishes is error-dependent.

Note that this also shows we need Q(n) queries to exactly count the number of marked items in an
unstructured search problem, since exactly determining the number of 1s would in particular determine
whether the number of 1s is odd or even.

21.6 Unstructured search

Next we will see how the polynomial method can be used to prove the Q(y/n) lower bound for computing
the logical OR of n bits. Symmetrizing OR gives a function F(k) with F(0) =0 and F(1) = 1. We also have
F(k) =1 for all £ > 1, but we will not actually need to use this. This function is monotonic, so we cannot

use the same simple argument we applied to parity. Nevertheless, we can prove that a%g(OR) = Q(y/n) using
the following basic fact about polynomials, due to Markov.

Lemma 21.3. Let P: R — R be a polynomial. Then

dpP 2
s 20D < Sl ¢
zelo,n]  dx n

P(r) — min P . 21.16
255,70~ 2, 7)) —

In other words, if we let

h:= max P(xz)— min P(x) (21.17)
z€[0,n] z€[0,n]

denote the “height” of P in the range [0, n], and

d = max dP(z)

denote the largest derivative of P in that range, then we have deg(P) > \/nd/h.

Now let P be a polynomial that e-approximates OR. Since P(0) < € and P(1) > 1 — ¢, P must increase
by at least 1 — 2¢ in going from k =0to k=1,s0d > 1 — 2e.

We have no particular bound on h, since we have no control over the value of P at non-integer points; the
function could become arbitrarily large or small. However, since P(k) € [0,1] for k € {0,1,...,n}, a large
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value of h implies a large value of d, since P must change fast enough to start from and return to values in
the range [0, 1]. In particular, P must change by at least (h — 1)/2 over a range of k of width at most 1/2,
so we have d > h — 1. Therefore,

deg(P) > \/n max{1 —h2e7 h—1} (21.19)

= Q(vn). (21.20)

It follows that Q(OR) = Q(v/n).

Note that the same argument applies for a function that takes the value 0 whenever |z| = w and the value
1 whenever |z| = w + 1, for any w; in particular, it applies to any non-constant symmetric function. (Of
course, we can do better for some symmetric functions, such as PARITY and also MAJORITY, among others.)
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Chapter 22

The collision problem

We now discuss the quantum lower bound for the collision problem. This lower bound is a more involved
application of the polynomial method than the simple examples we’ve seen so far.

22.1 Problem statement

In the collision problem, we are given a black-box function f: {1,...,n} — ¥ that is promised to be either
one-to-one or two-to-one. The goal is to determine which is the case. (Of course, we can assume that n is
even, since otherwise a two-to-one function is impossible.)

Note that for this problem to be well-defined, we must have |X| > n. For concreteness, we consider the
case where ¥ = {1,...,n}. Since this is a special case of a function with a larger range, this assumption can
only make the problem slightly harder. However, we will present an upper bound that does not depend on
|2|, and our lower bound will handle the case where ¥ = {1,...,n}, so it applies in general.

While it may be most natural to think in terms of one-to-one and two-to-one functions, we can easily cast
the collision problem in the framework we used to formally define query complexity. The input alphabet is
3., and an input is an oracle string = € Sy U S; C X", where

SOZ{LL'EZnZVi#j, l‘i#l'j} (221)
S1 = {a € £": Vi there is a unique j such that z; = z;}. (22.2)

In other words, we are promised that x € Sy U S1, i.e., that either every character of the string is distinct or
that every character of & appears exactly twice. Again, the goal is to determine which of these is the case,
so we are computing a function COLLISION: So U Sq — {0,1} with coLLISION(z) =y if z € S,.

Why is the collision problem interesting? We know that the unstructured search problem takes Q(y/n)
queries, i.e., exponentially many in the number of bits required to specify an index. Thus quantum computers
cannot provide a speedup for completely unstructured problems. The collision problem is a problem with
slightly more structure: instead of looking for a needle in a haystack, we are merely looking for two identical
items among a stack consisting of two pieces of hay, two needles, two toothpicks, two twigs, two cactus
spines, etc. We will see that the quantum query complexity of the collision problem is @(nl/ 3), so while
this more structured problem can be solved slightly faster than unstructured search, it still requires many
queries. In other words, the kind of structure present in the collision problem is not sufficient to allow an
exponential quantum speedup.

Note that the structure in the collision problem arises naturally in the hidden subgroup problem: if the
hidden subgroup has order r, then the hiding function is r-to-one. But the HSP has additional structure
(namely, that of the underlying group), which explains why its quantum query complexity is so much smaller.

22.2 Classical query complexity

Before investigating quantum algorithms and lower bounds, let’s briefly consider the classical query complex-
ity of the collision problem. A natural algorithm for finding a collision in a two-to-one function is as follows:
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query random indices until we observe a collision. For two independently random indices 4,j € {1,...,n},
we have Pr(z; = z;) = ﬁ If we query m indices in this way, there are (7;) pairs, so the expected number
of collisions seen is (") /(n—1). With m = /n this is (1), so we expect to see a collision. Indeed, a second
moment argument shows that this happens with constant probability.

In fact, this algorithm is optimal. Until we see a collision, there is no better strategy than to query

randomly. By the union bound, the probability of seeing a collision after making m queries is at most

(7)/(n— 1) = O(m?/n), so m = Q(y/n).

22.3 Quantum algorithm

Now let’s consider quantum algorithms for the collision problem. One simple approach is a trivial application
of Grover’s algorithm: first query z;, and then search over xq, z3,...,z, for 1. This approach uses O(y/n)
queries, so it is no better than the above classical algorithm, although it achieves the same running time in
a very different way.

However, we can improve the performance by combining this approach with the main idea of the optimal
classical algorithm. The approach is to query m distinct indices (it doesn’t matter how we choose them) and
check for a collision. If we find a collision then we are done; otherwise, we can search the remaining n — m
characters for one of the m values we have seen. Overall, this approach takes time m + O(y/(n — m)/m).
This is minimized by taking m = ©(n'/?), showing that Q(COLLISION) = O(n!/3) [28].

This is similar to an algorithm for element distinctness that we saw previously. The difference is that in
element distinctness, we could have a unique collision, so a single run of the basic algorithm only succeeds
with small probability; we address this by performing amplitude amplification, at the cost of a longer running
time. Recall that the resulting algorithm for element distinctness took time O(n?/*), which turned out to
be suboptimal. In contrast, the above algorithm for the collision problem turns out to be optimal.

As a side remark, note that this algorithm uses a lot of space, since we need to store the m = n'/° items
queried initially. It is an open problem to understand the quantum query complexity of the collision problem
with restricted space (i.e., to find a time-space tradeof).

1/3

22.4 Toward a quantum lower bound

How can we prove a quantum lower bound for the collision problem?

Note that the positive-weighted adversary method will not be sufficient. This is a consequence of the
so-called “property-testing barrier”: for a decision problem in which “yes” input strings differ from “no”
input strings in an € fraction of their characters, the best possible positive adversary lower bound goes like
1/e. For the collision problem, this means that the adversary method can at best prove a constant lower
bound. (There is now an explicit Q(nl/ 3) lower bound for collision using the negative adversary method
[20], although it is somewhat complicated.)

Thus our strategy will be to apply the polynomial method. To do this, we need to adapt the method to

the case of a non-binary input alphabet. To do this, we define variables ¢;; for i,j € {1,...,n}, as follows:
1 ifa;=7
=4 T (22.3)
0 otherwise.

Then we claim that acceptance probability of a t-query quantum algorithm is a multilinear polynomial in
the {0;;} of degree at most 2t.

This can be proved along similar lines to the binary case. Suppose we use an addition modulo n query,
where |4, j) — |i,7 + x;). Then we have

i g+ i) = Suli,j + k) (22.4)
k

= Z§i,€—j|i7€>7 (225)
¢
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so the degree of each amplitude can increase by at most 1 when we make a query.

Next we would like to obtain a simpler polynomial. We cannot directly symmetrize over the variables
{6;;}, as this would destroy too much of the structure of the problem.

The original idea leading to a nontrivial collision lower bound, due to Aaronson, was to express the
acceptance probability as a bivariate polynomial in n and r, where the function is r-to-one. The main
difficulty with this approach is that we need to have r | n in order for such inputs to make sense (so that
we can at least say that the acceptance probability of a quantum algorithm is defined, and hence a given
approximating polynomial is bounded between 0 and 1). This approach originally gave a lower bound Q(nl/ %)
[1]. Subsequently, Shi improved this to give the optimal result of Q(n'/3) [104].

22.5 Constructing the functions

In this lecture we will describe a later argument due to Kutin [75] that seems to be simplest known approach
to lower bounding the collision problem, yet that gives a tight lower bound, and even covers the case where

the range is {1,...,n}. We will follow Kutin’s presentation closely, with only some slight changes of notation.
The basic idea of Kutin’s proof is to consider functions that are a-to-one on part of the domain and
b-to-one on the rest of the domain. Let us say that a triple (m,a,b) is valid if m € {0,1,...,n}, a | m, and
b|n —m. Then we define an input % as
i/a ifl1<i<m
e [ifal tl=e= (22.6)
n—|(n—14)/b] ifm<i<n.
Given such an input, we can obtain a family of inputs by permuting the input alphabet and the characters
of the string arbitrarily. Specifically, for any permutations o,7 of {1,...,n}, we define an input 2°7 with
2l = T(Z‘;n(sb) This induces corresponding binary variables 677 with 677 = 1 iff 2¢7 = j.

Now we claim that the acceptance probability of a quantum algorithm presented with such an input is a
polynomial in m,a, b.

Lemma 22.1. Let p({d;;}) be a polynomial in the ¢;;. For any valid triple (m,a,b), let
P(m,a,b) := Eq - [p({07] })]. (22.7)
Then P is a polynomial in m,a,b with deg(P) < deg(p).

Proof. Any polynomial p can be expanded as a sum of monomials of the form

Is({6i;1) = [T 11 9 (22.8)

j=14€S;

where S1,..., S, are disjoint subsets of {1,...,n}. This monomial is 1 if all the indices ¢ € S; satisfy z; = j,
and 0 otherwise. Its degree is s:=_ j |Sj|. It suffices to handle the case where p is any particular monomial.

For any input x°7, we can identify the subset of function values in the range of the a-to-one part of the
function and the b-to-one part of the function. Given U C {1,...,n}, let X denote the event that all function
values in U belong to the a-to-one part and all function values not in U belong to the b-to-one part (more
formally, that 7(j) € U forall j € {1,..., 2} with S; # @and 7(j) ¢ U forall j € {n,n—1,...,n—"52+1}
with S; # @). We collect together the inputs corresponding to a particular event X. Then we have

P(m,a,b)= Pr[X|Eo - [Is({077}) | X] (22.9)
UC{1,...,n}
= > Pr[X]Pr[vj ViesS;, 67 =1]X]. (22.10)

UC{1,....n}
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Let w :=|U|, and let ¢ denote the number of values of j with |S;| # 0. Then we have

B 1) (2 1) ()R - 1) (P52~ (=) + 1) - ()]

Pr(X] = 2= -~ (22.11)
NG -

where |
(n)x ::ﬁ:n(n—l)---(n—wﬂ). (22.13)

Here the numerator of (22.11) has three contributions: the number of ways to permute the u function values
in the a-to-one part is (), the number of ways to permute the ¢ —u function values in the b-to-one part is
("™ )t—u, and the number of ways to permute the n —t remaining function values is (n —t)!. Note that this
expression is a rational function in m, a, b whose numerator has degree t and whose denominator is a“b'~".

Now consider the latter term of (22.10). Given that X occurs, Pr,[Vj, Vi € S;, 077 = 1] is independent
of o, so suppose o is any permutation such that X occurs. In other words, we only need to count consistent
ways of permuting the indices i. Observe that the number of ways to permute the indices ¢ such that z; = j
for some j € U is

ala—1)---(a— |8 +1) = (a)s,|- (22.14)

Similarly, the number of ways to permute the indices ¢ such that z; = j for some j ¢ U is (b), s;]- In addition,
we can permute the remaining n — s indices however we like. Thus we have

(n—s)! HjGU(G’)‘Sj ngzU(b)ISjl
n!

_ HjeU(a)ISj\ nggU(b)\Sjl

This expression is a polynomial in a, b of degree s. Also, it is divisible by a* and b*~%. Thus P(m,a,b) is a

polynomial in m, a,b of degree t + s —u — (t — u) = s. O

Prlvj, Vi€ S;, 677 = 1] X] = (22.15)

(22.16)

22.6 Finishing the proof

To prove the lower bound, we will use the following fact about real polynomials. (Note that this fact is also
useful elsewhere, e.g., in proving a tight lower bound for general threshold functions.)

Lemma 22.2 (Paturi). Let f € Rz], let a,b € Z with a < b, and let £ € [a,b]. If there are constants c,d
such that
o |f(i)| < c for all integers i € [a, b]

o |F([£)) = f(&)][ =4,
then deg(f) = Q(/(€ —a+1)(b—£+1)).

Regardless of &, Paturi’s lemma always shows that the degree is Q(+/b — a). If £ is near the middle of
the range then it does much better, showing that the degree is Q(b — a). Also note that by continuity, it
is sufficient for f to differ by a constant amount between two consecutive integers (i.e., we can replace the
second bullet point by |f(§ — 1) — f(£)| > d for some integer & € [a + 1,b]).

Now we are ready to prove that the quantum query complexity of the collision problem is Q(n'/3). Let
p({di;}) be the acceptance probability of a t-query quantum algorithm that solves the collision problem with
error probability at most 1/3, and let P(m, a,b) be as above. We know that ¢ > deg(P)/2. Furthermore, we
know that P has the following properties:

e 0< P(m,1,1)<1/3
e 2/3< P(m,2,2) <1

e 0 < P(m,a,b) <1 for any valid triple (m,a, b).
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Now consider inputs that are roughly half one-to-one and half two-to-one. For concreteness, let m =
2|n/4]. Since n —m is even (recall that n is always even by assumption since otherwise the problem is
trivial), (m, 1,2) is valid. We consider two cases, depending on whether the algorithm is more likely to call
this a yes or a no input.

First suppose P(m,1,2) > 1/2. Let r be the smallest posmve integer such that |P(m,1,7)| > 2. First
we consider the polynomial f(z) = P(m,1,z). For all x € {1,. — 1}, we have —2 < P(m,1,z) < 2. But
we also know that |P(m,1,1) — P(m, 1,2)| >1-1=1 By Paturi’s lemma witha=1,b=7r—1, £ = 2,
c=2, and d = §, we have deg(P) = Q(/).

On the other hand, consider the polynomial f(x) = P(n—ra,1,r). When x € Z such that rx € {0,...,n},
the triple (n —ra, 1,r) is valid, so we have 0 < f(z) <1 for all integers € [0, [n/r]]. However, |f(2= m)\ =
|P(m,1,7)| > 2, and | 2= | is about halfway between 0 and |n/r|. Thus by Paturi’s lemma with a = 0,
b=|n/r], &= ”Tm ¢ =1, and d = 1, we have deg(P) = Q(n/r).

Since deg(P) = Q(y/r) and deg(P) = Q(n/r), we find deg(P) = Q(n/ deg(P)?), so deg(P) = Q(n'/3).

It remains to consider the case where P(m,1,2) < 1/2. (Here we deviate slightly from the presention in
[75] to correct an apparent error in that work.) The same conclusion holds here by a similar argument. Now
let r be the smallest positive integer for which |P(m,r,2)| > 2. On the one hand, |P(m,1,2) — P(m,2,2)| >
2 — % = é, so applying Paturi’s lemma to f(x) = P(m,z,2) witha=1,b=r—-1, (=2, ¢c=2,and d = %
glves deg(P) = Q(+/r) as before.

On the other hand, consider the polynomial f(z) = P(2rz,r,2). The triples (2rz,r,2) are valid for
x €{0,...,|n/2r]}, so 0 < f(z) < 1 for all such z. Also, since |P(m,r,2)| > 2, f(x) jumps by at least 1
from x = |m/2r] to x = m/2r (note in particular that 2 must not divide m, since by assupmtion, (m,r,2)
cannot be valid). Thus, applying Paturi’s lemma with with a =0, b = |[n/2r], ¢ =m/2r,c=1,and d =1
shows that deg(P) = Q(n/r).

Overall, it follows that any quantum algorithm for solving the collision problem must use Q(n'/3) queries.

lo\»—\




108 CHAPTER 22. THE COLLISION PROBLEM



Chapter 23

The quantum adversary method

We now discuss a second approach to proving quantum query lower bounds, the quantum adversary method
[10]. In fact, we’ll see later that the generalized version of the adversary method we consider here (allowing
negative weights [63]) turns out to be an upper bound on quantum query complexity, up to constant factors
[93, 78].

23.1 Quantum adversaries

Motivation for the quantum adversary method comes from the following construction. Suppose the oracle is
operated by an adversarial party who holds a quantum state determining the oracle string, which is in some
superposition Y az|x) over the possible oracles. To implement each query, the adversary performs the
“super-oracle”

zeS

0:=)Y |)(z|®O,. (23.1)
zeS
An algorithm does not have direct access to the oracle string, and hence can only perform unitary operations
that act as the identity on the adversary’s superposition. After ¢ steps, an algorithm maps the overall state
to

[p") == (I @ U)O...(I®Us)O(I @ Up)O <Z az)z) ® |z/)>> (23.2)
zeSs
=) aglz) @ L), (23.3)
zeS

The main idea of the approach is that for the algorithm to learn x, this state must become very entangled.
To measure the entanglement of the pure state |4}, we can consider the reduced density matrix of the oracle,

phi= ) dhay (Wily) =)yl (23.4)

z,yeS

Initially, the state p® is pure. Our goal is to quantify how mixed it must become (i.e., how entangled the
overall state must be) before we can compute f with error at most e. To do this we could consider, for
example, the entropy of pt. However, it turns out that other measures are easier to deal with.

In particular, we have the following basic fact about the distinguishability of quantum states (for a proof,
see for example [68, Section A.9]):

Fact 23.1. Given one of two pure states 1), |d), we can make a measurement that determines which state
we have with error probability at most € € [0,1/2] if and only if |(¥|¢)| < 2\/€(1 —€).

Thus it is convenient to consider measures that are linear in the inner products (% [¢y).
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23.2 The adversary method

To obtain an adversary lower bound, we choose a matrix I' € RISI*IS| with rows and columns indexed by
the possible black-box inputs. The entry I'; , is meant to characterize how hard it is to distinguish between
z and y. We say I is an adversary matriz if

1. I'yy =Ty, and

2. if f(z) = f(y) then 'y, = 0.

The second condition reflects that we do not need to distinguish between x and y if f(x) = f(y).

The original adversary method made the additional assumption that I';, > 0, but it turns out that this
condition is not actually necessary [63]. Sometimes we refer to the negative or generalized adversary method
to distinguish it from the original, positive-weighted method. While it may not be intuitively obvious what
it would mean to give a negative weight to the entry characterizing distinguishability of two inputs, it turns
out that this flexibility can lead to significantly improved lower bounds for some functions.

Given an adversary matrix I', we can define a weight function

W= " Tayajay(Bl[v)). (23.5)

z,yeS

Note that this is a simple function of the entries of p?. The idea of the lower bound is to show that W7
starts out large, must become small in order to compute f, and cannot change by much if we make a query.
The initial value of the weight function is

W= 3" Tuyalay (Vgley) (23.6)
z,yeSsS
z,yeS

since |¢?) cannot depend on z. To make this as large as possible, we take a to be a principal eigenvector of
T, an eigenvector with eigenvalue £||T'||. Then |[W°| = ||T|.

The final value of the weight function is easier to bound if we assume a nonnegative adversary matrix.
The final value is constrained by the fact that we must distinguish x from y with error probability at most e
whenever f(x) # f(y). For this to hold after t queries, we need [(¢%[4!)| < 21/€(1 — €) for all pairs z,y € S
with f(z) # f(y) (by the above Fact). Thus, if I' has nonnegative entries, we have

Wt < Z Lyyaray2+/€(1 —¢) (23.8)
z,yeS

= 2\/e(1— o). (23.9)

Here we can include the terms where f(x) = f(y) in the sum since I';, = 0 for such pairs. We also used the
fact that the principal eigenevector of a nonnegative matrix can be taken to have nonnegative entries (by
the Perron-Frobenius theorem).

A similar bound holds if T" has negative entries, but we need a different argument. In general, one can
only show that [W?| < (21/€(1 — €) + 2¢)||T'||. But if we assume that f: S — {0,1} has Boolean output, then
we can prove the same bound as in the non-negative case, and the proof is simpler than for a general output
space. We use the following simple result, stated in terms of the Frobenius norm || X||% := >ab | Xap|?:

Proposition 23.2. For any X € C™*™)Y € C"*", Z € C"*™, we have |tr(XY Z)| < || X||r||Y || Z] -
Proof. We have

tr(XYZ) = Z XabYoeZea (23.10)

a,b,c

=> (@)Y (23.11)
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where (2%), = X, and (2%). = Z¢q. Thus

tr(XYZ)] <Y [l Y 2" (23.12)

<Y ez (23.13)

< ||Y||\/Zxa||22||za’|2 (23.14)

=IYlIXlrlZlr (23.15)

as claimed, where we used the Cauchy-Schwarz inequality in the first and third steps. O

To upper bound |W!| for the negative adversary with Boolean output, write W* = tr(I'V’) where V,,, :=
a;ay<¢;‘¢;>5[f($) # f(y)]- Define

C = allyo|eh) (] (23.16)
z€S

C =" axlly_y(q)|thh) (x| (23.17)
zeS

with TTp, IT; denoting the projectors onto the subspaces indicating f(x) = 0, 1, respectively. Then

(CTC)ay = aGay (Vo My i) 19, (23.18)
SO
(cre+ C’Tc)my = azay<¢;|(ﬂf(x)ﬂl—f(y) + Hl—f(x)Hf(y))|7/’;> (23.19)
= agay (Pglvy)d[f(z) # f(y)], (23.20)
ie., V=CTC+ CtC. Thus we have
Wt =tr(I(CTC + CTC)) (23.21)
= tr(CTCT) + tr(CTCT). (23.22)

By the Proposition, |[W*| < 2||T||||C||#||C||r- Finally, we upper bound ||C||r and ||C||z. We have

ICIE + ICIE = > lasl* (W) W51 + [y — g W) = 1 (23.23)
z,yes
IC1E =" la P — (o) [W)* < e (23.24)
zeS

Therefore ||C||r||C||F < max,ejo,q v/2(1 — ) = \/€(1 — €) (assuming € € [0,1/2]), and we find that [W?*| <

2/€e(1 — ¢)||T||, as claimed.
It remains to understand how much the weight function can decrease at each step of the algorithm. We
have

Wt =W = 37 Toyaga, (W3 ™) — (W))). (23.25)
z,yeS

Consider how the state changes when we make a query. We have |Jt1) = U;10,|¢2). Thus the elements
of the Gram matrix of the states {|1)J*1): z € S} are

@Ittt = (W210L(U; 1)U 110, [4)) (23.26)
= (10,0, 1)) (23.27)
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since Uj41 is unitary and O; = O,. Therefore

WL =W = 3 Toyagay (011(0:0, — D). (23.28)

z,yes

Observe that O,0,|i,b) = (—1)*@®¥)|i b). Let Py = I ® |0)(0| denote the projection onto the b = 0
states, and let P; denote the projection |i,1){(i,1]. (As with O,, the projections P; implicitly act as the
identity on any ancilla registers, so .-, P, = I.) Then 0,0, = Py + > 1, (-1)*®¥ P, so 0,0, — I =
=237 2,2y, Li- Thus we have

Wt — W =2 3" " Tyyaiay (Yl|Pi[)). (23.29)
z,y€S it x;#Y;
Now for each i € {1,...,n}, let T'; be a matrix with
r if x; i
(Ti)ay = Lov 217y (23.30)
0 if x; =,

Then we have

Wi — W = -2 Z $)ay@iay (V| Pi|Y]) (23.31)
z,yesS i=1
=23 (QiQ)) (23.32)
i=1

where Q; = Zz %Pingﬂ-

Using the triangle inequality and the above Proposition, we have

Wt — W <2 " [te(@QiliQ)))| (23.33)
i=1
<2y ITllQill% (23.34)
i=1
Since
Z QI = 30 3 IR P (23.35)
i=1xzesS
< as)? (23.36)
z€S
=1, (23.37)
we have
Wt W9 <2 max Ty (23.38)
i€{l,...,n}
Combining these three facts gives the adversary lower bound. Since [W°| = ||T'||, we have
(W >0l =2t _max |[T. (23.39)
i€{l,...,n}

Thus, to have [W*| < 2,/¢(1 — €)||T'||, we require

> 12Vl —o) V;(l_e) Adv(f). (23.40)
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where

I
A oo e I
I maXe{1,...n} Hrln

(23.41)

with the maximum taken over all adversary matrices I" for the function f. (Sometimes the notation Adv(f)
is reserved for the maximization over nonnegative adversary matrices, with the notation Adv®(f) for the
generalized adversary method allowing negative weights.)

23.3 Example: Unstructured search

As a simple application of this method, we prove the optimality of Grover’s algorithm. It suffices to consider
the problem of distinguishing between the case of no marked items and the case of a unique marked item
(in an unknown location). Thus, consider the partial function where S consists of the strings of Hamming
weight 0 or 1, and f is the logical OR of the input bits. (Equivalently, we consider the total function OrR but
only consider adversary matrices with zero weight on strings of Hamming weight more than 1.)

For this problem, adversary matrices have the form

0 m - T
v 0 - 0
r=1. . ) (23.42)
Yo 0 o 0
for some nonnegative coefficients ~y1,...,7,. Symmetry suggests that we should take 3 = --- = ~y,. This
can be formalized, but for the present purposes we can take this as an ansatz.
Setting v1 = -+ =, = 1 (since an overall scale factor does not affect the bound), we have
n 0 -+ 0
o1 --- 1
rr=\. . . (23.43)
o1 --- 1

which has norm ||| = n, and hence ||T'|| = /n. We also have

010 0
100 0

r,=|900--0 (23.44)
000 -0

and similarly for the other I';, so ||T';|| = 1. Thus we find Adv(OR) > /n, and it follows that Q.(OR) >

12yellzd) ”;(ké)\/ﬁ This shows that Grover’s algorithm is optimal up to a constant factor (recall that Grover’s
algorithm finds a unique marked item with probability 1 —o(1) in §+/n 4 o(1) queries).
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Chapter 24

Span programs and formula
evaluation

Having discussed lower bounds on quantum query complexity, we now turn our attention back to upper
bounds. The framework of span programs is a powerful tool for understanding quantum query complexity
[94, 92]. Span programs are closely related to the quantum adversary method, and can be used to show that
the (generalized) adversary method actually characterizes quantum query complexity up to constant factors
[93, 78].

For simplicity, we restrict our attention to the case of a (possibly partial) Boolean function f: .S — {0,1}
where S C {0,1}". Many (but not all) of the considerations for this case generalize to other kinds of
functions.

24.1 The dual of the adversary method

Recall that the adversary method defines a quantity

I

(24.1)
max;e{1,...,n} HFZH

AdvE(f) = max

such that Q(f) = Q(AdvE(f)). Although not immediately obvious from the above expression, it can be
shown that Advi(f) is the value of a semidefinite program (SDP), a kind of optimization problem in which
a linear objective function is optimized subject to linear and positive semidefiniteness constraints.

Unfortunately, the details of semidefinite programming are beyond the scope of this course. For a good
introduction in the context of quantum information, see Watrous’s lecture notes on Theory of Quantum
Information [112, Lecture 7).

A useful feature of SDPs is that they can be solved efficiently. Thus, we can use a computer program to
find the optimal adversary lower bound for a fixed (finite-size) function. However, while this may be useful
for getting intuition about a problem, in general this does not give a strategy for determining asymptotic
quantum query complexity.

Another key feature of SDPs is the concept of semidefinite programming duality. To every primal SDP,
phrased as a maximization problem, there is a dual SDP, which is a minimization problem. Whereas feasible
solutions of the primal SDP give lower bounds, feasible solutions of the dual SDP give upper bounds. The
dual problem can be constructed from the primal problem by a straightforward (but sometimes tedious)
process. Semidefinite programs satisfy weak duality, which says that the value of the primal problem is at
most the value of the dual problem. Furthermore, almost all SDPs actually satisfy strong duality, which
says that the primal and dual values are equal. (In particular, this holds under the Slater conditions, which
essentially say that the primal or dual constraints are strictly feasible.)

To understand any SDP, one should always construct its dual. Carrying this out for the adversary
method would require some experience with semidefinite programs, so we simply state the result here.
The variables of the dual problem can be viewed as a set of vectors |v,;) € C¢ for all inputs z € S
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and all indices i € [n] := {1,...,n}, for some dimension d. For b € {0,1}, we define the b-complexity
Ch = maXye f-1(b) Djepn] l|vz4)||?. Since strong duality holds, we have the following.

Theorem 24.1. For any function f: S — {0,1} with S C {0,1}"™, we have

AdvE(f) = {min> }maX{C'o, Ci} (24.2)

Vg,

where the minimization is over all positive integers d and all sets of vectors {|v, ;) € C¢: z € S,i € [n]}
satisfying the constraint

Z <Ux,i‘vy,i> =1- 5f(:v),f(y) Vax 7& y. (24.3)
i XiFY;

By constructing solutions of the adversary dual, we place upper bounds on the best possible adversary
lower bound. But more surprisingly, one can construct an algorithm from a solution of the adversary dual,
giving an upper bound on the quantum query complexity itself.

Observe that if we replace |v, ;) — alv, ;) for all z € f71(0) and |v,;) — |vy4)/a for all y € f71(1), we
don’t affect the constraints (24.3), but we map Cy — a>Cy and C; — C1/a?. Taking a = (C1/Co)Y/*, we
make the two complexities equal. Thus we have

AdvE(f) = min /CoC. (24.4)
Vag,i

Note that the constraint (24.3) for f(x) = f(y), where the right-hand side is zero, can be removed
without changing the value of the optimization problem. (For functions with non-Boolean output, one
loses a factor strictly between 1 and 2 in the analogous relaxation.) To see this, suppose we have a set
of vectors {|v,;)} satisfying the constraint (24.3) for f(z) # f(y) but not for f(xz) = f(y). Simply let
|0y, ;) = |vei)|zi @ f(z)) for all z € S and all @ € [n]. Then [|[v} ;)| = [|[ve)]|, and for the terms where

Ti # yi, we have (vg,;|v) ;) = (vailvy) if f(z) # f(y) and (v}, ;|vy, ;) = 0if f(z) = f(y).

24.2 Span programs

The dual of the adversary method is equivalent to a linear-algebraic model of computation known as span
programs. This model was first studied in the context of classical computational complexity. It was connected
to quantum algorithms for formula evaluation by Reichardt and Spalek [94], and was subsequently related
to the adversary method by Reichardt [92].

A span program for a function f: {0,1}" — {0,1} consists of a target vector [t) € CP, sets of input
vectors I;, C CP for all i € [n] and b € {0,1}, and a set of free input vectors Iee C CP. The set of
available input vectors for input z is I(z) := Ifree U UiE[n] I; »,. We say that a span program computes f if
[t) € span I(x) if and only if f(z) = 1.

The complexity of a span program is measured by its witness size. If f(z) = 1, then there is a linear
combination of vectors from I(z) that gives |t); the witness size of z is the smallest squared length of the
coefficients for any such linear combination. If f(z) = 0, then there is a vector that has inner product 1 with
|t) that is orthogonal to all available input vectors; the witness size of  is the smallest squared length of the
vector of inner products of this vector with all input vectors (of course, these inner products are zero for the
available input vectors). The witness size of f is the largest witness size of any « € S, or equivalently, the
geometric mean of the largest witness sizes of 0- and 1-inputs.

The smallest witness size of any span program computing f is precisely Advi( f), and there is a close
relationship between span programs and dual adversary solutions. Given a dual adversary solution with
vectors [vg,;), one can construct a matrix whose rows are the vectors @, ¢, (%i|(vs,i|. Take the columns of
this matrix in block 7 and subblock b to be the vectors in I;, let the target vector be the all ones vector,
and let there be no free input vectors. It can be shown that this gives a span program for f whose witness
size is exactly the complexity of the dual adversary solution. Furthermore, every span program can be put
into a canonical form for which this translation can be reversed to produce a dual adversary solution: taking
the vectors of a canonical span program to be the columns of a matrix, the rows give dual adversary vectors
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for z € f71(0) and the witness vectors for = € f~!(1) give the remaining dual adversary vectors. For more
detail on this translation, see [92, Lemma 6.5] (and see the rest of that paper for more than you ever wanted
to know about span programs).

We focus on dual adversary solutions here, as these are simpler to work with for the applications we
consider. However, for other applications it may be useful to work directly with span programs instead; in
particular, (non-canonical) span programs offer more freedom when trying to devise upper bounds.

24.3 Unstructured search

We now give a simple example of an optimal dual adversary solution, namely for unstructured search. Let
f:S —{0,1} be defined by f(x) = Or(z) with S = {z € {0,1}": |z| <1} the set of inputs with Hamming
weight at most 1. Take dimension d = 1; let |vg ;) = 1 for all ¢ € [n] and |v, ;) = x;. The constraint (24.3)
gives

> (oilve, i) = (vojlve, ;) =1 (24.5)

i: 0£(ej)i

for all j € [n] (where e; € C" is the jth standard basis vector) and

Do (epilveri) = (Ve lvens) + (Ve klveg k) =0 (24.6)
i (ej)i#(en):

for j # k, so the constraint is satisfied.
The 0- and 1-complexities of this solution are

Co=>» 1=n (24.7)
i€[n]
Cl = mjax Z 57;0' =1. (248)

i€[n]

Since /CyC; = /n, we see that Adv® (f) < +/n, demonstrating that the previously discussed adversary
lower bound is the best possible adversary lower bound.

It is easy to extend this dual adversary solution to one for the total OR function. For any = # 0, simply
let |vg ;) = d; ;, where j is the index of any particular bit for which z; = 1 (e.g., the first such bit). Then
the constraints are still satisfied, and the complexity is the same. As an exercise, you should work out an
optimal dual adversary for AND.

24.4 Formulas and games

Unstructured search can be viewed as the problem of evaluating the logical OR of n bits in O(y/n) quantum
queries. It is natural to ask about the quantum query complexity of other Boolean functions. Next we show
how span programs can be used to show that the quantum query complexity of evaluating a balanced binary
AND-OR tree with n leaves is O(y/n). In fact, a similar approach shows that the quantum query complexity
of evaluating any Boolean formula expressed in terms of AND, OR, and NOT gates is O(y/n).

One way of motivating this query problem is as follows. Consider a two-player game between Andrea and
Orlando in which the players alternate turns, with Andrea going first and Orlando going second. On each
turn there are d possible moves, and there are a total of k turns. Suppose that the winner is determined by
some black box function f : {1,2,...,d}* — {0,1} indicating who wins the game (0 = Andrea, 1 = Orlando)
after a particular sequence of k moves. The goal is to determine who wins the game, assuming Andrea and
Orlando both play optimally.

This problem is equivalent to evaluating an AND-OR formula. Consider the tree of moves (a balanced
d-ary tree of height k) and let internal vertices evaluate to 0 or 1 depending on who wins the game if the
players start from the corresponding (partial) sequence of moves. Orlando wins if he can make any move
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that leads to the outcome 1, so vertices representing his moves correspond to OR gates. Andrea wins if she
can make any move that gives 0—i.e., she only loses if all her moves give 1—so her vertices correspond to
AND gates.

What is the query complexity of evaluating this balanced d-ary AND-OR tree? Let us first consider
randomized classical algorithms. Notice that it is sometimes possible to avoid evaluating all the leaves: for
example, if we learn that one input to an AND gate is 0, then we do not need to evaluate the other inputs
to know that the gate evaluates to 0. In the case where all inputs are 1, we must evaluate all of them; but
the inputs to an AND gate are given by the outputs of OR gates, and an OR gate evaluating to 1 is exactly
the case where it is possible to learn the value of the gate without knowing all of its inputs. Similarly, the
hardest input to the OR gate is precisely the output of an AND gate for which it is possible to learn the
output without evaluating all inputs.

With these observations in mind, a sensible classical algorithm is as follows. Suppose that to evaluate
any given vertex of the tree, we guess a random child and evaluate it (recursively), only evaluating other
children when necessary. By analyzing a simple recurrence, one can show that this algorithm uses

k
VBT 1y /T
; <d 1+ V& T+ 14d + 1 _0 <nlogd W) (24.9)

4

queries, where n = d* is the input size (e.g., for d = 2, O(n%73)) [108, 96]. In fact, it is possible to show
that this algorithm is asymptotically optimal [97]. Notice, in particular, that the classical query complexity
becomes larger as d is increased with n fixed. In the extreme case where k = 1, so that n = d, we are simply
evaluating the AND gate, which is equivalent (by de Morgan’s laws) to evaluating an OR gate, and which we
know takes (n) queries.

A quantum computer can evaluate such games faster if k is sufficiently small. Of course, the k = 1
case is solved in O(y/n) queries by Grover’s algorithm. By applying Grover’s algorithm recursively, suitably
amplifying the success probability, it is possible to evaluate the formula in v/nO(logn)¥~1 queries [29], which
is nearly optimal for constant k. This can be improved slightly to O(y/nc¥) queries for some constant ¢ using
a variant of Grover’s algorithm that allows noisy inputs [64]. But both of these algorithms are only close to
tight when k is constant. Indeed, for very low degree (such as d = 2, so that k = log, n), nothing better
than the classical algorithm was known until 2007 [47]. Here we will describe how to solve that problem
in only O(y/n) quantum queries. However, rather than presenting the original algorithm, we show how a
composition property of span programs offers a particularly simple analysis.

24.5 Function composition
A nice property of the adversary method (in both dual and primal formulations) is its behavior under function
composition. Given functions f: {0,1}" — {0,1} and g: {0,1}" — {0, 1}, we define fog: {0,1}"™ — {0,1}

by (fog)(z) = f(g(x1,-. s @Tm)s- s 9(Tnm—m=+1,---,Tnm)). Here we focus on upper bounds, for which we
have the following [93, 78].

Theorem 24.2. Adv(fog) < AdvT(f) AdvT(g).

Proof. Let {|vg;): « € {0,1}",% € [n]} be an optimal dual adversary solution for f, and let {|u, ;): y €
{0,1}™, 5 € [m])} be an optimal dual adversary solution for g. Let y = (y',...,y") where each y' € {0,1}™.
Then define

Wy, (i) = [g(y).) © luye ;) (24.10)

where g(y) denotes the vector with g(y); = g(y").
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We claim that this is a dual adversary solution for f o g. To see this, we compute

> Wy waig) = D eilvg) D Uy jluz ) (24.11)

(4,): yi#2] i€[n] i yi#e
= Z <vg(y)7i‘vg(z),i>(1 - 5g(yi),g(zi)) (24.12)
1€[n]

- Z (Vg(y).ilvg(2),i) (24.13)

i g(yh)#£g(z?)

= 1= 0(f0g)(w).(fo0)(2)- (24.14)
Finally, since |||wy, i) || = [llvge).all - [luy: ;)], using (24.2) gives
Adv¥(fog) < m;XZ oge.allI® Y Ny I (24.15)
@ J
< AdvE(f) Adv*(g) (24.16)
as claimed. ]

Note that here we needed the constraint (24.3) in the case where f(x) = f(y).
In particular, combining this with the dual adversary for OR and a similar solution for AND, this shows
that Adv®(f) < v/n for the n-input balanced binary AND-OR tree.

24.6 An algorithm from a dual adversary solution

The dual adversary is significant not just because it gives upper bounds on Advi( f), but because it directly
gives a quantum algorithm for evaluating f with quantum query complexity O(Advi () [93, 78]. (Note that
the construction is not necessarily time-efficient—it may use many more elementary gates than queries—
but many known algorithms developed using span programs have subsequently led to explicit, time-efficient
algorithms.)

In particular, this shows that the quantum query complexity of the balanced binary AND-OR tree is O(y/n).

This was originally shown, up to some small overhead, using a continuous-time quantum walk algorithm based

on scattering theory [47]. The classical query complexity of this problem is O(nlogz(Hﬁ )) = O(n®753)

[108, 96], and no better quantum algorithm was known for many years. From the perspective of span
programs, the formula evaluation algorithm can be seen a method of recursive evaluation with no need for
error reduction.

Similarly to the quantum walk search algorithms we discussed previously, the algorithm for the adversary
dual uses a product of two reflections. Let A = Adv=(f), and let A be the projector onto span{|¢,): f(z) =
1} where

1
) = ——=(10) + 5 D Ii)ow,i)l2)) (24.17)
Ve i€[n]
with {|vs )} an optimal dual adversary solution. Here the normalization factor is
v =14 = 5 o)l < 2 (24.18)
724 s = '

1€[n]

The reflection 2A — I requires no queries to implement. Let II, = [0)(0] 4+ 3Z,c(, [9)(i] ® I @ |z;)(z;| be
the projector onto |0) and states where the query and output registers are consistent. Then the reflection
211, — I can be implemented using only two queries to the oracle O,.

The algorithm runs phase estimation with precision ©(1/A) on the unitary U := (2II, — I)(2A — I),
with initial state |0). If the estimated phase is 1, then the algorithm reports that f(xz) = 1; otherwise it
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reports that f(z) = 0. This procedure uses O(A) queries. It remains to see why the algorithm is correct
with bounded error.

First, we claim that if f(z) = 1, then |0) is close to the 1-eigenspace of U. We have II;|¢,) = |¢,) for
all x and Al,) = [1,) for f(x) = 1, so clearly U|i,) = |1b,). Furthermore, [{0[1);)|* = 1/v, > 2/3 for all
z. Thus the algorithm is correct with probability at least 2/3 when f(z) = 1.

On the other hand, we claim that if f(z) = 0, then |0) has small projection onto the subspace of
eigenvectors with eigenvalue €% for § < ¢/A, for some constant c¢. To prove this, we use the following [78]:

Lemma 24.3 (Effective spectral gap lemma). Let |¢) be a unit vector with Alp) = 0; let P,, be the projector
onto eigenvectors of U = (2I1 — I)(2A — I) with eigenvalues € with |0] < w for some w > 0. Then
[P IT)|| < w/2.

Let

ﬁ

62) = —=(10) = VEA 3 Ifowdla) (24.19)
‘ i€(n]

where the normalization factor is

po=1+24 " |lvaa)|? < 1+ 242 (24.20)

i€[n]

For any y with f(y) = 1, we have

1
(Vylda) = m(l - t%ﬁ(vy,ilvz,w =0, (24.21)

so Al¢y) = 0. Also, observe that II;|¢,) = |0)/\/tz. By the effective spectral gap lemma, ||P,|0)] <

Vizw/2 < V1 +2A2w/2 ~ Aw/+/2. Thus, choosing w = \/g 4 gives a projection of at most 1/v/3, so
the algorithm fails with probability at most 1/3 (plus the error of phase estimation, which can be made
negligible, and the small error from approximating 1 + 2A? ~ 242, which is negligible if A > 1).

It remains to prove the lemma.

Proof. We apply Jordan’s lemma, which says that for any two projections acting on the same finite-
dimensional space, there is a decomposition of the space into a direct sum of one- and two-dimensional
subspaces that are invariant under both projections.

We can assume without loss of generality that |¢) only has support on 2 x 2 blocks of the Jordan
decomposition in which A and II both have rank one. If the block is 1 x 1, or if either projection has rank 0
or 2 within the block, then U acts as either +1 on the block; components with eigenvalue —1 are annihilated
by P,,, and components with eigenvalue +1 are annihilated by II.

Now, by an appropriate choice of basis, restricting A and II to any particular 2 x 2 block gives

A= 10 24.22
(o o) (24.22

= (C°S§) (cos? sin?) (24.23)

S1n 5

where g is the angle between the vectors projected onto within the two subspaces. A simple calculation
shows that (211 — I)(2A — I) is a rotation by an angle 6, so its eigenvalues are e**?. Since A|p) = 0, the

component of |¢) in the relevant subspace is proportional to (), and

G-

as claimed. O

0
sin & (COS 3) H — |sin| < & (24.24)

S1n 5
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Learning graphs

While span programs provide a powerful tool for proving upper bounds on quantum query complexity, they
can be difficult to design. The model of learning graphs, introduced by Belovs [19], is a restricted class of
span programs that are more intuitive to design and understand. This model has led to improved upper
bounds for various problems, such as subgraph finding and k-distinctness.

25.1 Learning graphs and their complexity

A learning graph for an n-bit oracle is a directed, acyclic graph whose vertices are subsets of [n], the set of
indices of input bits. Edges of the learning graph can only connect vertices o C [n] and o U {i} for some
i € [n] \ 0. We interpret such an edge as querying index i, and we sometimes say that the edge (0,0 U {i})
loads index i. Each edge e has an associated weight w. > 0. We say that a learning graph computes
f: S —4{0,1} (where S C {0,1}"™) if, for all x with f(z) = 1, there is a path from @ to a 1-certificate for x
(a subset of indices o such that f(y) = f(z) for all y such that z, = y,, where z, denotes the restriction of
x to the indices in o).

Associated to any learning graph for f is a complexity measure C = +/CoC1, the geometric mean of the
0-complexity Cy and the 1-complexity C;. The 0-complexity is simply Co := ), we, where the sum is over
all edges in the learning graph.

The definition of the 1-complexity is somewhat more involved. Associated to any x with f(z) = 1, we
consider a flow in the learning graph, which assigns a value p. to each edge so that for any vertex, the sum
of all incoming flows equals the sum of all outgoing flows. There is a unit flow coming from vertex &; this
is the only source. A vertex can be a sink if and only if it contains a 1-certificate for . The complexity
of any such flow is }__p?/w.. (Note that we > 0 for any edge in a learning graph, although we also have
the possibility of omitting edges.) The complexity C;(z) is the smallest complexity of any valid flow for x.
Finally, we have C; := max,¢s-1(1) C1(), the largest complexity of any 1-input.

25.2 Unstructured search

Perhaps the simplest example of a learning graph is for the case of unstructured search. The learning graph
simply loads an index. In other words, there is an edge of weight 1 from @ to {i} for each i € [n]. Clearly,
we have Cy = n. To compute the 1-complexity, consider the input 2z = e; for some ¢ € [n]. For this input
there is a unique 1-certificate, namely {i}. The only possible flow is the one with unit weight on the edge
from @ to {i}. This gives Ci(e;) =1 for all 4, so C; = 1. Therefore the complexity of this learning graph is
C =+CoCi = /n.

It is not hard to see that the same learning graph works for the total function OR: for each x with
f(z) =1, we can send all flow to any particular ¢ for which z; = 1.



122 CHAPTER 25. LEARNING GRAPHS

25.3 From learning graphs to span programs

We now show that every learning graph implies a dual adversary solution of the same complexity, so that
the learning graph complexity is an upper bound on quantum query complexity, up to constant factors.

We construct vectors |v, ;) for all € S. These vectors consist of a block for each vertex ¢ of the learning
graph, with the coordinates within each block labeled by possible assignments of the bits in o. Since we fix
a particular index 7, we can think of the blocks as labeling edges e, ; := (0,0 U {i}). We define

> Ve, o) if f(z) =0

|vm,i> = Pe . (251)
> o, xe) if f(x) =1
> Joloe) i (@)

where the sums only run over those o C [n] for which e, ; is an edge of the learning graph.

It is easy to check that this definition satisfies the dual adversary constraints. For any x,y € S with
f(z) =0and f(y) =1, we have

Pe.
il = i (2o |yo 925.2
iz;ﬁyi(,u |Uy> l;&%;\/rm<x |y> ( )

S0 pe, (25.3)

i X FYi O To=Yo

Now observe that the set of edges {e,;: o = Yo, z; # y;} forms a cut in the graph between the vertex sets
{0: 25 =yo} and {0: x, # y,} Since & is in the former set and all sinks are in the latter set, the total flow
through the cut must be 1.
Recall that we do not have to satisfy the constraint for f(x) = f(y) since there is a construction that
enforces this condition without changing the complexity provided the condition for f(z) # f(y) is satisfied.
It remains to see that the complexity of this dual adversary solution equals the original learning graph
complexity. For b € {0, 1}, we have

Cy, = max vz 25.4
b= Jnax iez[;] [z}l (25.4)
Sy 255)
= max 2 .
ref o S 0 | e ifb=1
C ifb=20
=™ ' (25.6)
maxges-11)Ci(z) ifb=1

=Gy (25.7)

Therefore v/CoCy = v/CoCy = C as claimed. In particular, AdvE(f) < C, so Q(f) = O(C).

Learning graphs are simpler to design than span programs: the constraints are automatically satisfied,
so one can focus on optimizing the objective value. In contrast, span programs have exponentially many
constraints (in n, if f is a total function), and in general it is not obvious how to even write down a solution
satisfying the constraints.

Note, however, that learning graphs are not equivalent to general span programs. For example, learning
graphs (as defined above) only depend on the 1-certificates of a function, so two functions with the same
1-certificates have the same learning graph complexity. The 2-threshold function (the symmetric Boolean
function that is 1 iff two or more input bits are 1) has the same certificates as element distinctness, so
its learning graph complexity is ©(n?/3), whereas its query complexity is O(y/n). This barrier can be
circumvented by modifying the learning graph model, but even such variants are apparently less powerful
than general span programs.
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25.4 Element distinctness

We conclude by giving another simple example of a learning graph, one for element distinctness. (This
requires generalizing learning graphs to non-Boolean input alphabet, but this generalization is straightfor-
ward.) We assume for simplicity that there is a unique collision—in fact, the analysis of the learning graph
works for the general case by simply fixing one particular collision when designing a flow.

A convenient simplification is to break up the learning graph into k stages, which are simply subsets of
the edges. To compute the complexity of a stage, we sum over only the edges in that stage. It is easy to see
that there is a learning graph whose complexity is at most the sum of the complexities of the stages times
the square root of the number of stages (which we will take to be constant). Let C{ denote the b-complexity
of stage j. By dividing the weight of every edge in stage j by Cg, we send Cg — 1 and C{ — CgC{. Then the
total O-complexity becomes Cy = k and the total 1-complexity becomes

k k 2
¢ =3 ciel < (Z Mcg’c{) (25.8)
j=1 j=1

(since the 1-norm upper bounds the 2-norm), so C < \/Efozl \/Cicl.

Another useful modification is to allow multiple vertices corresponding to the same subset of indices. It
is straightforward to show that such learning graphs can be converted to span programs at the same cost,
or to construct a new learning graph with no multiple vertices and the same or better complexity.

The learning graph for element distinctness has three stages. For the first stage, we load subsets of size
r — 2. We do this by first adding edges from & to (f:g) copies of vertex {i}, so that there are Y . ; (:f:;) =
(rﬁQ) singleton vertices. Then, from each of these singleton vertices, we load the remaining indices of each
possible subset of size r — 2, one index at a time. Every edge has weight 1. Then the 0-complexity of the

first stage is (r —2)(,",).

To upper bound the 1-complexity of the first stage, we route flow only through vertices that do not
contain the indices of a collision, sending equal flow of (f:;)_l to all subsets of size r — 2. This gives
1-complexity of at most (r — 2) (:f:;) (?:5)72 =(r—2) (Z:;)fl.

Overall, the complexity of the first stage is at most

\/(7" -2) (T § 2) (:L _ ;) - (r— 2)\/(n — i(;)(_nlz e o(r). (25.9)

The second and third stages each include all possible edges that load one additional index from the
terminal vertices of the previous stage. Again every edge has unit weight. Thus, the 0-complexity is
(n—r+2) (er) for the second stage and (n — r + 1)(Tf1) for the third stage. We send the flow through
vertices that contain the collision pair (namely, that contain the first index of a collision in the second stage
and the second index of a collision in the third stage). Thus, the 1-complexity is (::3) (::5) 2 (::3)71
in both the second and the third stages. This gives total complexity

\/(n—r+2) (r”Q) (Z‘S)_l — O(vn) (25.10)

for the second stage and

\/(nr+1)( " )(”2>_1_ =D o) (25.11)

r—1/\r—2 (r—1)

for the third stage.

Overall, the complexity is O(r + y/n + n/+/r). This optimized by choosing r to equate the first and
last terms, giving r = n?/3. The overall complexity is O(n2/ 3), matching the optimal quantum walk search
algorithm.
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25.5 Other applications

The simple examples discussed above only involve problems for which the optimal query complexity was
previously known using other techniques. However, several new quantum query upper bounds have been
given using learning graphs. These include improved algorithms for the triangle problem [19, 77] (and
more generally, subgraph finding [76, 115, 77], with an application to associativity testing [77]) and the
k-distinctness problem [19]. (Note that the algorithm for k-distinctness uses a subtle modification of the
learning graph framework.) Unfortunately, the details of these algorithms are beyond the scope of the course.
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The compressed oracle method

We now discuss another lower bound technique called the compressed oracle method [114]. This approach
is specifially adapted to the case where the oracle is chosen uniformly at random (as in the random oracle
model, a well-studied setting for cryptographic hardness proofs), but it can also be used to prove lower bound
results of the kind discussed in previous lectures, since average-case hardness implies worst-case hardness.

The compressed oracle method gives an arguably simpler proof of the lower bound for collision finding
than the one based on the polynomial method. It has also been used to prove lower bounds for k-collision,
k-sum, models of parallel query complexity, and in a variety of cryptographic scenarios.

26.1 The compressed oracle

Suppose we have oracle access to a uniformly random function f: [n] — X, where ¥ = {0,1}™. As usual, a
quantum query to this function acts as |z)|z) — |z)|z ® f(x)).

We can implement queries to this oracle by adding a register encoding the truth table of the oracle as
ly1, .- Yn), where y, = f(x), and having a query act according to the unitary

A fz)2)]yrs s yn) = [2)|z @ ya)lyr, - un) (26.1)

that looks up the function value in the appropriate oracle register and adds it into the output register. If
the oracle registers are inaccessible to the algorithm, then this is indistinguishable from having black-box
access to f. (This is essentially the same as the “super-oracle” we considered when discussing the adversary
method, just with slightly different notation.) Furthermore, if we start the oracle registers in a uniform
superposition, then this is indistinguishable from an oracle for a uniformly random function.

The idea of the compressed oracle is for the oracle to generate responses as queries are received, recording
what has been queried in a way that cannot be detected by the algorithm. We introduce a symbol L for the
oracle registers, indicating that a given entry has not yet been queried. All oracle registers begin in the L
state. When a query is made, the oracle effectively acts in a random way if that item has not been queried
previously, and acts consistently with previous results if that item has been queried. Of course, we have to
implement this unitarily to have a valid quantum process.

More concretely, we define the compressed oracle as follows. For y € ¥, define |§) :== H®™|y) where H is
the Hadamard gate. Define a “compression/decompression” unitary C' acting on span({|y) : y € Z}U{|L)}),
where | L) is a normalized state orthogonal to all |y) for y € 3, as

ClL) = > 1y (26.2)
Jﬁ

yeD
Cl0) = |L) (26.3)
Clg) = |g) for all y € £\ {0}. (26.4)
The compressed oracle acts as (I @ I @ C®")A(I ® I ® C®™), where we extend A to act as the identity on

|z)|z)| L) for all z € [n], z € ¥. In other words, it performs the (de)compression operation (which is its own
inverse) on each oracle register before and after every query.
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We can think of the compressed oracle as reversibly “recording” queries made by the algorithm. The
symbol L in register = indicates that the value y, has not been queried by the algorithm. When presented
with a new query, the oracle first “decompresses” by mapping | L) onto a uniform superposition \@} of possible
oracle contents, corresponding to a uniformly random assignment of y,.. Then the oracle acts acccording to
a normal query, and finally “compresses” the contents of the oracle, mapping |0> back to |L). On the other
hand, the oracle should not change the contents of an oracle register that has been queried, so it leaves states
|§) for y # 0 unchanged. Note that since a query can only map one oracle register in the unspecified state
|L) to a state in the specified subspace span{|y) : y € X}, after t queries the oracle registers can contain at
most ¢t non-_L entries.

To an algorithm that cannot access the oracle register, this is indistinguishable from the behavior of a
random oracle because the compression operation commutes with the non-query operations, so the compres-
sion operations cancel—except at the beginning of the algorithm, to map | L) to |0), and at the end of the
algorithm, performing a change of basis that does not affect the state of the non-query registers.

Since the compressed oracle is merely a change of basis in the final step, it may not seem to provide much
new insight. But it turns out that this is a very useful basis for understanding the progress of an algorithm.

26.2 Relating the standard and compressed oracles

We now prove a key technical lemma that connects the behavior of the standard and compressed oracles. Of
course, as observed above, the behaviors of these two settings are exactly the same as far as the algorithm
is concerned, and differ only in a transformation applied to the oracle register at the end of the algorithm.
Nevertheless, we will prove a result that relates the success probability of an algorithm with the standard
oracle to outcomes obtained when measuring the oracle register in the compressed oracle setting, which is
useful for showing query lower bounds.

Lemma 26.1. Let R C [n] X ¥ be a set of input-output pairs. Suppose a quantum algorithm making queries
to a random oracle outputs k input-output pairs (x1,21), ..., (Tk, 2k) such that, with probability p, f(x;) = z;
for all i and the pairs come from R. Alternatively, suppose the algorithm is run with the compressed oracle
and, upon a measurement of the oracle register, we obtain result y; in each oracle register x; for i € [k]. Let
p' be the probability that z; = y; for all i and the input-output pairs come from R. Then (/p < VO k2

We follow the proof presented in [39, Lemma 4.1 and Corollary 4.2], except that we take a different (and
tighter) approach to the final calculation.

Proof. Let |1) be the state prepared by the algorithm in the simulation of a random oracle where the oracle
begins in the state |6>®” and the algorithm alternates between lookup unitaries A and arbitrary non-query
operations. The only difference between the two procedures is in the last step, where the compressed oracle
applies the transformation C®™ to the oracle register.

Let I, = |y1){y1| ® - -- @ |yx)(yx| be the projector onto states of the oracle registers corresponding to
the evaluations of f at @ = (z1,...,2x). Then (supposing without loss of generality that the algorithm also
measures its final workspace registers, say in the computational basis, giving an outcome w) we have

p= Z ZPr(algorithm outputs z,y,w) Pr(f(x) = y | algorithm outputs z,y, w) (26.5)
Tz, yeR w
= Z pr7y,w||nx|¢m,y,w>”27 (26.6)
z,yeR w
where we define p; . = Pr(algorithm outputs x,y,w), and |@s ,.) is the state of the oracle registers,
postselected on the algorithm outputting x, y, w. Similarly,
P = Z sz,y,w||HfﬂC®n|¢m,y,w>H2' (26.7)
z,yER w

For any state |¢) with no support on states | L) in the oracle registers (as for the states |¢y 4 ), which
are produced without use of the compressed oracle), we claim that

ITL:|9) || < [TLLCPM)|| + vk /2m. (26.8)
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Assuming this claim holds, we have

P =Euyw M| o g0 (26.9)
S wayyw(||nwc®n|¢a:7y,w>” + V k/2m)2 (26.10)

where the expectation is over the probability distribution p, ,.,. Now we observe that for any random
variable A and constant c,

E(A+c)* = E(A? 4 24c + %) (26.11)
<EA?+2VE A2¢c + 2 (26.12)
= (VE A2 +¢)? (26.13)

where we have used the fact that A? is a convex function of A, so (E A)? < E A?. Applying this to (26.10)
gives

2
2 < (V/Ba IC ) P+ VAT (26.14)
= (I + VAT (2619
as claimed.
It remains to show (26.8). We can focus on the registers storing y1, . .., yx, since I, acts as the identity

on the other registers and C' acts unitarily there, so dropping those registers does not affect the spectral
norm. Letting C, denote the corresponding operator on the relevant registers, we have

L9} ]| — [TLC®" ) || = ||TLa|@) || — |TL Co|6) (26.16)
< (I, — T.Ca)[8) | (26.17)

by the triangle inequality. Now use the fact that ||M||? = | M MT|| to write
(T, — [,C,||* = ||TT, — I1,C, I, — IL,CITI, + I,C,CIIL,||. (26.18)

Since we only apply C' to states with no support on |L) in any oracle register, and II, has no support on
| L), we have

T,Cy = @) lyi) (wsl (T — 0)(0]) (26.19)

7

where I represents the identity on span{|y) : y € ¥}, so

I1,C, 1, = ® lys) (il (1 = [0)(OD)]ws) (i (26.20)
= ® lya) (il (1 — =) (26.21)
=(1— o)k 10, (26.22)

We similarly find IL,CIII, = (1 — 5% )¥ IL,. Finally,

IL,C,CIIL, = ® [ya) (il (T = 10)(0])?[y:) (il (26.23)
= ® i) (sl (1 = 10)(0]) ls) (il (26.24)
=(1— 52", (26.25)
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is again the same operator. Putting this together in (26.18), we have

1ML, — L2 = [ (1 - (1= )T | (26.26)

—1—(1— L)k (26.27)

< k/2m, (26.28)

which completes the proofs. O

This lets us connect easier-to-calculate probabilities for the compressed oracle to probabilities for the
actual algorithm, as we will see in two example.

26.3 Unstructured search

As a first example, we consider the unstructured search problem. To model unstructured search in the
context of a random oracle, we consider the task of finding an x for which f(x) = 0, with parameters chosen
so that this happens with constant probability (say, take n = 2™).

We will show that the probability of a t-query algorithm outputting a pair (z,0) is O(t2/2™). To do
this, we show that the algorithm using the compressed oracle can only increase the projection onto a state
with 0™ in one of the oracle registers by at most y/2/2™ per query. By Lemma 26.1, an algorithm using the
standard oracle can output such a pair with probability larger than this by at most O(t?/2™), so this shows
that the success probability is O(#2/2™). Then it follows that ©(2™/2) queries are needed to find a preimage
of 0 (i.e., solve unstructured search) with constant probability.

It is convenient to work with the phase oracle, which conjugates the output register by a Hadamard
transform to act as |z, z) — (—1)*/(®)|z, 2). The compressed phase oracle is

®:= (I H® @ C®"A(I ® H®™ @ C®") (26.29)

where H is the Hadamard gate.
We can expand a general state of the algorithm as

|1/)>: Z ax,z,w,y|x,z,w,y> (2630)

T,2,W,Y

where z € [n] is the input, z € ¥ is the output, w is the workspace (consisting of any number of qubits), and
y € (XU {L})™ is the oracle register. We partition the computational basis states into four types, defining
four corresponding projections:

e P: oracle contains a zero (3z* : y,+ = 0);

e (Q: oracle contains no zero, not making a null query (z # 0), querying an unspecified position (y, = L);

e R: oracle contains no zero, not making a null query (z # 0), querying a specified position (y, # L1);
and

e S: oracle contains no zero, making a null query (z = 0).

Clearly P+ Q+ R+ S =1.
Our goal is to show the following.

Fact 26.2. |P®|y)|| < [|P|Y)|| +1/2/2™.
Proof. We have

[PR[Y)]| = [|PR(P +Q + R+ S)[¥)|| (26.31)
< |[POPY)[| + [PRQI)| + [|PRR[)|| + [ PRS[¢)]]. (26.32)

For the first term, clearly ||P®P|y)|| < || P|v)]|-
For the second term, consider a basis state |z, z, L, ) in the support of @ (ignoring the workspace, and only
writing the oracle register corresponding to x, using a subscript to emphasize its register). Observe that C' =
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LY O]+ 10) (L] + 32,20 [9)(@] = T+]L)(0] +[0)(L| —[0) (0] (where I is over ), so Cly) = |y) + = (|-L) —[0)).
Therefore, the phase query ® maps |z,z, L;) to

= W Z(—l)z'ylaz,yz% (26.34)

Applying P to this state gives |, 2,0,) (since none of the suppressed oracle registers are in the state 0).

Since different basis states are ﬁped to orthogonal states, it follows that [|[POQ|¢)] < zm QlY)||-
For the third term, for a basis state |z, z, y,) in the support of R, we find
1 .
I ®1®C)®z,2)Clys) = IR 1@ C)®|z,2)(|ly=) + ﬁ(lia) —102))) (26.35)
1 1
1
=IRIRC)|z,2)((=1)*Yy,) + — 1)* % vz)) 26.37
( Mz, 2) (1) |yz) \/271 ~om Z | (26.37)
7, (1) () + =1L} — 102)) + —=I0)
=T,z z T —F— Yz
4 \/2m 2m
1 1 A
Tan 2 (=17 (lvz) + W(U—H = 102))] (26.38)
. (—1)=v 1—(=1)*v . 1 .
= |z, 2)[(—1)*Y|y.) + L)+ 0,) — Zo). 26.39
2 D)+ o L)+ T ) — <l (2639)
Since y # 0, applying P to this state gives (1_(2_,,1)2' — 32)|7,2,0,) = — (_21,):'1! |z, 2,0,).

In this case we find that different basis states can be mapped to the same output under the projection. But
for a general input state Zaz’w’y Qg 2wy |T, 2, w,Y), we have output 72%,1 Zx%w’y Qg zwy(—1)7Y |z, 2, w,7)
(where g has y, replaced by 0), which has squared norm

L ]

z,2,W,Y | Yo

2

<o 30 S el = gl (26.40)

T, W,y 2z

by Cauchy-Schwarz. Therefore ||[POR|)| < ﬁ”]ﬂw”

Finally, for the fourth term, ®S|y) = S|¢), so we have P®S|¢p) = 0.
Combining the above facts, we have

1
PO <||P + —= + ||R 26.41
[PR[)]| < [|P[4)]] m(HQW)II IRI)) (26.41)
2
< IPI+4/ 5w (26.42)
since @ and R project onto orthogonal subspaces. O

26.4 Collision finding

While the above lower bound for unstructured search is a bit more complicated than the adversary or
polynomial method lower bounds for that problem, we can give an analogous lower bound for collision
finding that is arguably simpler than the collision lower bound by the polynomial method.

Consider the problem of finding a collision in a random function f: [n] — {0,1}™. If we take n = ©(2™/2)
then we expect some m-bit string to have multiple preimages with constant probability (by the birthday
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problem), and we can show that Q(n2/ 3) quantum queries are necessary to find such a collision, establishing
the lower bound for element distinctness. On the other hand, if we take n = ©(2™), then each string in
{0,1}™ has a constant number of preimages in expectation, and we can show that Q(n'/?) quantum queries
are necessary to find a collision. This is analogous to the collision lower bound proven in Chapter 22, though
not in the setting where the function is exactly r-to-1 for some constant r.

To establish the bound, we now define P to project onto states for which the oracle registers contain a
collision, and define @, R, .S analogously as before.

A similar calculation as for unstructured search shows that after ¢ queries, ||[PPQ|¢)| < /t/2™|Q|¥)]].
In particular, the same calculation as in (26.34) shows that a phase query maps a basis state |z, z, L, yz) in
the support of @, where y; denotes the contents of the oracle for registers other than z, to P®Q|z, z, L, yz) =
\/% Zym cys |, 2, Yu, Yz ), where y, € yz means that y, is any of the non-L entries of yz. Since there are at

most ¢ non-_L entries in yz, the squared norm of this state is at most t/2™, so its norm is at most 4/t/2™.
Similarly, it can be shown that ||[P®R[Y)| < /t/2™| R|)||. Also, we again have ||PO®P|y)|| < || P|¢)]|
and P®S|¢) = 0.
Putting these facts together, we find that

[PO[p)|| < [PRP[) | + [PRQIY) | + [PRR[Y)[ + [[POS[¥)]] (26.43)

<P+ o (26.44)

It follows that || P[t)|| < \/2t3/2™ after t queries, so t = ©(2™/3) to find a collision with constant probability.
In particular, with n = ©(2"/2), this gives the t = Q(n?/?) lower bound for element distinctness.
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Chapter 27

Simulating Hamiltonian dynamics

Another major potential application of quantum computers is the simulation of quantum dynamics. Indeed,
this was the idea that first led Feynman to propose the concept of a quantum computer [50]. In this lecture we
will see how a universal quantum computer can efficiently simulate several natural families of Hamiltonians.
These simulation methods could be used either to simulate actual physical systems or to implement quantum
algorithms defined in terms of Hamiltonian dynamics, such as continuous-time quantum walks (Part I11T) and
adiabatic quantum algorithms (Part VI).

27.1 Hamiltonian dynamics

In quantum mechanics, time evolution of the wave function |¢(¢)) is governed by the Schrédinger equation,

SR (0) = H( ). (27.1)

Here H(t) is the Hamiltonian, an operator with units of energy, and 7 is Planck’s constant. For convenience
it is typical to choose units in which & = 1. Given an initial wave function |1(0)), we can solve this differential
equation to determine |¢)(t)) at any later (or earlier) time ¢.

For H independent of time, the solution of the Schrodinger equation is |1 (¢)) = e~ #t}1)(0)). For simplic-
ity we will only consider this case. There are many situations in which time-dependent Hamiltonians arise,
not only in physical systems but also in computational applications such as adiabatic quantum computing.
In such cases, the evolution cannot in general be written in such a simple form, but nevertheless similar ideas
can be used to simulate the dynamics.

27.2 Efficient simulation

We will say that a Hamiltonian H acting on n qubits can be efficiently simulated if for any t > 0, € > 0 there
is a quantum circuit U consisting of poly(n,t,1/€) gates such that |U — e *#!|| < €. Clearly, the problem
of simulating Hamiltonians in general is BQP-hard, since we can implement any quantum computation by a
sequence of Hamiltonian evolutions. In fact, even with natural restrictions on the kind of Hamiltonians we
consider, it is easy to specify Hamiltonian simulation problems that are BQP-complete (or more precisely,
PromiseBQP-complete).

You might ask why we define the notion of efficient simulation to be polynomial in ¢; if ¢ is given as
part of the input, this means that the running time is, strictly speaking, not polynomial in the input size.
However, one can show that a running time polynomial in logt is impossible; running time €(¢) is required
in general (intuitively, one cannot “fast forward” the evolution according to a generic Hamiltonian) [21].
The dependence on € is more subtle. In fact, it is possible to achieve running time logarithmic in 1/e, as we
discuss further in Chapter 28.

We would like to understand the conditions under which a Hamiltonian can be efficiently simulated. Of
course, we cannot hope to efficiently simulate arbitrarily Hamiltonians, just as we cannot hope to efficiently
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implement arbitrary unitaries. Instead, we will simply describe a few classes of Hamiltonian that can be
efficiently simulated. Our strategy will be to start from simple Hamiltonians that are easy to simulate and
define ways of combining the known simulations to give more complicated ones.

There are a few cases where a Hamiltonian can obviously simulated efficiently. For example, this is the
case if H only acts nontrivially on a constant number of qubits, simply because any unitary evolution on a
constant number of qubits can be approximated with error at most e using poly(log %) one- and two-qubit
gates, using the Solovay-Kitaev theorem.

Note that since we require a simulation for an arbitrary time ¢ (with poly(¢) gates), we can rescale the
evolution by any polynomial factor: if H can be efficiently simulated, then so can ¢H for any ¢ = poly(n).
This holds even if ¢ < 0, since any efficient simulation is expressed in terms of quantum gates, and can
simply be run in reverse.

In addition, we can rotate the basis in which a Hamiltonian is applied using any unitary transformation
with an efficient decomposition into basic gates. In other words, if H can be efficiently simulated and the
unitary transformation U can be efficiently implemented, then UHU' can be efficiently simulated. This
follows from the simple identity

e UHUt _ ro—iHtyyt (27.2)

Another simple but useful trick for simulating Hamiltonians is the following. Suppose H is diagonal in
the computational basis, and any diagonal element d(a) = (a|H|a) can be computed efficiently. Then H can
be simulated efficiently using the following sequence of operations, for any input computational basis state

|a):
|a,0) — |a,d(a))
— e‘itd(a)|a, d(a))
— efitd(a) |(l, 0>

= e "tq)|0).

By linearity, this process simulates H for time ¢ on an arbitrary input.
Note that if we combine this simulation with the previous one, we have a way to simulate any Hamiltonian
that can be efficiently diagonalized, and whose eigenvalues can be efficiently computed.

27.3 Product formulas

Many natural Hamiltonians have the form of a sum of terms, each of which can be simulated by the techniques
described above. For example, consider the Hamiltonian of a particle in a potential:

To simulate this a digital quantum computer, we can imagine discretizing the = coordinate. The operator
V() is diagonal, and natural discretizations of p? = —d?/dz? are diagonal in the discrete Fourier basis. Thus
we can efficiently simulate both V' (x) and p?/2m. Similarly, consider the Hamiltonian of a spin system, say

of the form
H=Y hX;+> JijZiZ,
i ij

(or more generally, any k-local Hamiltonian, a sum of terms that each act on at most k qubits). This consists

of a sum of terms, each of which acts only only a constant number of qubits and hence is easy to simulate.

In general, if H; and Hy can be efficiently simulated, then Hy; + Hs can also be efficiently simulated.

If the two Hamiltonians commute, then this is trivial, since e~ #1te=iHat — —i(Hi+H2)t  However, in the

general case where the two Hamiltonians do not commute, we can still simulate their sum as a consequence
of the Lie product formula

e HHIHH) — iy (e*iHlt/me*int/m)m. (27.7)

m— 00
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A simulation using a finite number of steps can be achieved by truncating this expression to a finite number
of terms, which introduces some amount of error that must be kept small. In particular, if we want to have

H (e—iHlt/me—int/M>m _ e—i(H1+H2)tH <, (27.8)

it suffices to take m = O((vt)?/e), where v := max{||Hi||, |H2||}. (The requirement that H; and Hy be
efficiently simulable means that v can be at most poly(n).)

It is somewhat unappealing that to simulate an evolution for time ¢, we need a number of steps propor-
tional to t2. Fortunately, the situation can be improved if we use higher-order approximations of (27.7). For
example, one can show that

m
H (e—iHlt/2me—iH2t/me—iH1t/2m) _ p—ilHi+Hs)t

] <e (27.9)

with a smaller value of m. In fact, by using even higher-order approximations, it is possible to show that
H, + H, can be simulated for time ¢ with only O(t'*9), for any fixed § > 0, no matter how small [32, 21].

A Hamiltonian that is a sum of polynomially many terms can be efficiently simulated by composing the
simulation of two terms, or by directly using an approximation to the identity

i+ HOE _ Jin (e—z’Hlt/m . ..e—int/m)m_ (27.10)
m—roo
Another way of combining Hamiltonians comes from commutation: if H; and Hs can be efficiently
simulated, then i[H;, Hs] can be efficiently simulated. This is a consequence of the identity

SlHLH2IE — i) (efiH“/t/mefiHm/t/meiHlx/t/mein‘/t/m’>m’ (27.11)

m—r 00

which can again be approximated with a finite number of terms. However, I don’t know of any algorithmic
application of such a simulation.

27.4 Sparse Hamiltonians

We will say that an N x N Hermitian matrix is sparse (in a fixed basis) if, in any fixed row, there are only
poly(log N) nonzero entries [7]. The simulation techniques described above allow us to efficiently simulate
sparse Hamiltonians. More precisely, suppose that for any a, we can efficiently determine all of the bs for
which (a|H|b) is nonzero, as well as the values of the corresponding matrix elements; then H can be efficiently
simulated. In particular, this gives an efficient implementation of the continuous-time quantum walk on any
graph G = (V| E) whose maximum degree is poly(log |V]).

The basic idea of the simulation is to edge-color the graph, simulate the edges of each color separately,
and combine these pieces using (27.7). The main new technical ingredient in the simulation is a means of
coloring the edges of the graph of nonzero matrix elements of H. A classic result in graph theory (Vizing’s
Theorem) says that a graph of maximum degree d has an edge coloring with at most d + 1 colors (in fact,
the edge chromatic number is either d or d + 1). If we are willing to accept a polynomial overhead in the
number of colors used, then we can actually find an edge coloring using only local information about the
graph. Here we describe a simple d?-coloring for the case of a bipartite graph, which is sufficient for general
Hamiltonian simulation using a simple reduction [23].

Lemma 27.1. Suppose we are given an undirected, bipartite graph G with N vertices and mazimum degree d,
and that we can efficiently compute the neighbors of any given vertex. Then there is an efficiently computable
edge coloring of G with at most d* colors.

Proof. Number the vertices of G from 1 through N. For any vertex «, let idx(«, 8) denote the index of
vertex [ in the list of neighbors of «. Define the color of the edge a3, where « is from the left part of the
bipartition and 3 is from the right, to be the ordered pair (idx(a, 3),idx(3, @)). Clearly there are at most d?
such colors. This is a valid coloring since if (o, 8) and (@, §) have the same color, then idx(«, 8) = idx(«, ),
so § = ¢. Similarly, if («, 8) and (v, 8) have the same color, then idx(8, «) = idx(3,7), so a = 7. O
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Given this lemma, the simulation proceeds as follows. First, to ensure that the graph of H is bipartite,
we actually simulate evolution according to the Hamiltonian o, ® H, which is bipartite and has the same
sparsity as H. Since e~ (@=®Mt| 1)) = [+)e 1t |¢)), we can recover a simulation of H from a simulation
of o, ® H.

Now write H as a diagonal matrix plus a matrix with zeros on the diagonal. We have already shown how
to simulate the diagonal part, so we can assume H has zeros on the diagonal without loss of generality.

It suffices to simulate the term corresponding to the edges of a particular color c. We show how to make
the simulation work for any particular vertex z; then it works in general by linearity. By computing the
complete list of neighbors of x and computing each of their colors, we can reversibly compute v.(z), the
vertex adjacent to x via an edge with color ¢, along with the associated matrix element:

|$> = |J3, Uc(x)v Ha:,'uu(:r)>- (2712)
Then we can simulate the H-independent Hamiltonian defined by the map
|z, y, h) = hly,z, h") (27.13)

since it is easily diagonalized, as it consists of a direct sum of two-dimensional blocks. Finally, we can
uncompute the second and third registers. Before the uncomputation, the simulation produces a linear
combination of the states |2, ve(x), Hy v, (z)) and |ve(x), , Hy | )). Since

"UC(I), T, H;,vc(ar)> = |UC(‘T)7 UC(UC(I))a ch(w),a;>a (2714)

the uncomputation works identically for both components.

27.5 Measuring an operator

We can view a Hermitian operator not just as the generator of dynamics, but also as a quantity to be
measured. In a practical quantum simulation, the desired final measurement might be of this type. For
example, we might want to measure the energy of the system, and the Hamiltonian could be a complicated
sum of noncommuting terms.

It turns out that any Hermitian operator that can be efficiently simulated (viewing it as the Hamiltonian
of a quantum system) can also be efficiently measured using a formulation of the quantum measurement
process given by von Neumann. In fact, von Neumann’s procedure is essentially the same as quantum phase
estimation.

In von Neumann’s description of the measurement process, a measurement is performed by coupling
the system of interest to an ancillary system, which we call the pointer. Suppose that the pointer is a
one-dimensional free particle and that the system-pointer interaction Hamiltonian is H ® p, where p is the
momentum of the particle. Furthermore, suppose that the mass of the particle is sufficiently large that we
can neglect the kinetic term. Then the resulting evolution is

e O = N " [| B (Ea| ® e 1EeP] (27.15)

a

where |E,) are the eigenstates of H with eigenvalues F,. Suppose we prepare the pointer in the state |z = 0),
a narrow wave packet centered at x = 0. Since the momentum operator generates translations in position,
the above evolution performs the transformation

1E,) ® |z = 0) > |Ea) ® |x = tE,). (27.16)

If we can measure the position of the pointer with sufficiently high precision that all relevant spacings
Zap = t|Eq — Ep| can be resolved, then measurement of the position of the pointer—a fixed, easy-to-measure
observable, independent of H—effects a measurement of H.

Von Neumann’s measurement protocol makes use of a continuous variable, the position of the pointer.
To turn it into an algorithm that can be implemented on a digital quantum computer, we can approximate
the evolution (27.15) using r quantum bits to represent the pointer. The full Hilbert space is thus a tensor
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product of a 2™-dimensional space for the system and a 2"-dimensional space for the pointer. We let the
computational basis of the pointer, with basis states {|z)}, represent the basis of momentum eigenstates.
The label z is an integer between 0 and 2" — 1, and the r bits of the binary representation of z specify the
states of the r qubits. In this basis, p acts as

plz) = 2ir|z>. (27.17)

In other words, the evolution e 7 ®P can be viewed as the evolution e “*# on the system for a time controlled
by the value of the pointer.

Expanded in the momentum eigenbasis, the initial state of the pointer is

2" -1
1
o =0) =7 > 2. (27.18)
z2=0

The measurement is performed by evolving under H ® p for some appropriately chosen time ¢. After this
evolution, the position of the simulated pointer can be measured by measuring the qubits that represent it
in the = basis, i.e., the Fourier transform of the computational basis.

Note that this discretized von Neumann measurement procedure is equivalent to phase estimation. Recall
that in the phase estimation problem, we are given an eigenvector |¢)) of a unitary operator U and asked to
determine its eigenvalue e*®. The algorithm uses two registers, one that initially stores |¢) and one that will
store an approximation of the phase ¢. The first and last steps of the algorithm are Fourier transforms on
the phase register. The intervening step is to perform the transformation

) @ [2) = U*P) @ |2), (27.19)

where |z) is a computational basis state. If we take |z) to be a momentum eigenstate with eigenvalue z (i.e.,
if we choose a different normalization than in (27.17)) and let U = e~*#*_ this is exactly the transformation
induced by e~ *(H®P)t Thus we see that the phase estimation algorithm for a unitary operator U is exactly
von Neumann’s prescription for measuring ¢ In U.
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Chapter 28

Fast quantum simulation algorithms

While product formulas provide the most straightforward approach to Hamiltonian simulation, alternative
approaches can offer improved performance. Here we begin to explore Hamiltonian simulation beyond
product formulas.

28.1 No fast-forwarding

Before introducing improved upper bounds, we establish a limitation on the ability of quantum algorithms to
simulate sparse Hamiltonians. Specifically, as mentioned in Chapter 27, we show that no general procedure
can simulate a sparse Hamiltonian acting for time ¢ using o(t) queries [21].

The lower bound is based on a reduction from parity. Recall from Section 21.5 that computing the parity
of n bits requires Q(n) queries. Given an input string x € {0,1}", construct a graph on vertices (i,b) for
i€{0,1,...,n} and b € {0, 1}, such that (i—1,b) is adjacent to (i,b®x;) for alli € {1,...,n} and b € {0, 1}.
This graph is the disjoint union of two paths of length n, and (0, 0) is connected to (n, b) for exactly one value
of b, namely b = x1 & - - - @ x,, the parity of the input string. The main idea of the proof is to construct a
Hamiltonian whose nonzero entries correspond to this graph, such that the dynamics for some time ¢t = O(n)
map the state |0,0) to the state |n,z1 & --- @ z,,). Then a simulation of the Hamiltonian dynamics for time
t using o(t) queries would violate the parity lower bound.

The most obvious choice is to simply use the adjacency matrix of the graph as the Hamiltonian. However,
then the dynamics generate a continuous-time quantum walk on a finite path, which does not reach the
opposite end of the path with constant amplitude after linear time.

Instead, we choose the matrix elements of the Hamiltonian H so that

(i —1,0|Hli,b@® x;) = /iln —i+ 1)/n. (28.1)

Clearly, a black box for this 2-sparse Hamiltonian can be implemented using O(1) queries to the black box
for the input string to answer each neighbor query. The weights are chosen to reflect the transitions between
column states (in the sense of Section 17.5) for an unweighted hypercube. Specifically, letting @) denote the

adjacency matrix of the hypercube and |wty) := (Z)_l/Q 2 |z|=k |Z), we have

Q|wtk>=(2)_1/2((n—k+1> > ot kr) 3 o)) (282)

|z|=k—1 |z|=k+1
= VE(m k3 Diwteet) + v/ + D — k) [whis). (28.3)

Thus, with these weights on the edges, the dynamics behave just as the walk on the hypercube within its
column subspace. In particular, since the dynamics on the hypercube map a vertex into the opposite corner
in time 7 /2 (as shown in Section 17.2), the chosen Hamiltonian maps |0,0) to |n,z1 &+ - - @ x,) in time O(n).

It follows that a generic procedure for simulating sparse Hamiltonians for time ¢ must have complexity
Q(t) in general. In other words, one cannot “fast-forward” the dynamics of arbitrary Hamiltonians.
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28.2 Quantum walk

As we saw in Section 27.3, simulations based on product formulas have superlinear complexity. A con-
ceptually different approach to Hamiltonian simulation uses the notion of a discrete-time quantum walk
(specifically, the Szegedy framework introduced in Chapter 18). Here, one defines a quantum walk that is
closely related to any given time-independent Hamiltonian and applies phase estimation in order to simulate
the Schrodinger dynamics [33]. This approach gives a simulation of sparse Hamiltonians acting for time ¢
with complexity O(t), matching the lower bound of the previous section.

The quantum walk approach is based on a construction analogous to Theorem 18.1, except we start from
a Hamiltonian instead of a stochastic matrix. Define states

N N
1 . 1 ,
;) == ﬁz Hli k) + 4|1 — yZ\ijH]’N‘FU (28.4)
k=1 k=1

where X > max; S.r_, |Hj|. Define the operators S, T as in the proof of Theorem 18.1. Then we get
TTST = H/X, so the walk has eigenvalues e*2r°c0s(A/X) "\where X is an eigenvalue of H. The eigenvectors
corresponding to these two eigenvalues can be found within the subspace span{T'|\), ST|\)}, where |A) is
the eigenvector of H with eigenvalue A.

To simulate H on a given input state |¢), we proceed as follows:

Apply the isometry T to produce the state T'|1)).

Perform phase estimation on the quantum walk with precision ¢ (to be determined).
Given a value approximating arccos(A/X), compute an estimate of .

Introduce the phase e~ .
Uncompute the estimate of A.

Invert the phase estimation procedure.

A T o

Apply T to return to a state in the original Hilbert space.

Since a step of the quantum walk can be implemented using two applications of the isometry 7', this
procedure makes O(1/d) calls to T. In turn, T can be implemented using a number of queries that is
polynomial in the sparsity of the Hamiltonian, so up to factors of the sparsity, the query complexity of
simulation is simply O(1/6). Thus it remains to determine what value of ¢ suffices to ensure that the overall
procedure reproduces the dynamics up to error at most e.

The details of this analysis are presented in [33, 22], but we can understand it roughly as follows. Suppose
the estimate of arccos(A/X) deviates from its true value by of order §. Since the cosine function has Lipschitz
constant 1 (i.e., |cos(x + A) — cos(z)| < |A]), the resulting error in the value of A\/X is also of order §. In
other words, the error in the value of X is of order X 6. To ensure that e ** deviates by at most € from its
true value, we take Xdt = O(e), i.e., 1/6 = ©(Xt/e). Thus we see that the complexity is linear in ¢ and
polynomial in 1/e. Note if H is d-sparse, then we can choose X < Vd| H|| < d||H||max, so the factor of X
just introduces polynomial overhead with respect to the sparsity.

Using a more refined implementation and analysis of this approach, one can achieve query complexity
OMZL + ]| H |[maxt) = O(d|| H[maxt/+/€) for a d-sparse Hamiltonian H [22].

28.3 Linear combinations of unitaries

While the quantum walk approach described in the previous section gives optimal complexity as a function
of the simulation time ¢, its performance as a function of the allowed error € is worse than using high-order
product formulas. It is natural to ask how efficiently we can simulate Hamiltonian dynamics as a function
of €, and in particular, whether we can achieve complexity poly(log(1/e)).

This can indeed be achieved by another approach to Hamiltonian simulation [23, 24], which is based
on techniques for implementing linear combinations of unitary operators on a quantum computer. This
approach strictly improves over direct use of product formulas, giving faster performance without the need
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for higher-order formulas. The query complexity of this approach is O(T%), where 7 1= d?||H||maxt
(with | H ||max denoting the largest magnitude of an entry of H).

Denote the Taylor series for the evolution up to time ¢, truncated at order K, by

K .
Ut):=>_ M. (28.5)

k!
k=0

For sufficiently large K, the operator U(t) is a good approximation of exp(—iHt). Specifically, by Taylor’s
theorem, we have

J ex K+1
|U(t) — exp(—iHt)|| < pﬂu@g)i”f;t) 7

so we can ensure that the error is at most e by taking K = O(log(||H||t/€)/loglog(||H||t/€)). If we take
||H||t constant, then we get an approximation with K = O(log(1/e)/loglog(1/e€)). If we could implement
the evolution for constant time with this complexity, then by reducing the error to €/t, we could repeat the
process O(t) times and get a simulation with complexity O(tlog(t/¢€)/loglog(t/€)) and overall error at most
€.

(28.6)

Now suppose we can decompose the given Hamiltonian in the form

L
H= Z aeHy (28.7)
=1

for some coefficients ay; € R, where the individual terms Hy are both unitary and Hermitian. This is
straightforward if H is k-local, since we can express the local terms as linear combinations of Pauli operators.
If H is sparse, then such a decomposition can also be constructed efficiently [23].

To implement U(t), we begin by writing it as a linear combination of unitaries, namely

K .
N (—iHt)k
Ut)=>_ 0 (28.8)
k=0
K L ik
= Y e o (i) Hy o Hy, (28.9)
k=0201,....00=1
m—1
=) _BiVj (28.10)
j=0

where the V; are products of the form (—i)kHy, --- Hy,, and the B; are the corresponding coefficients.
How can we implement such a linear combination of unitaires? Let B be an operation that prepares the
state

8) = —= mg VBli) (28.1)
from |0) (i.e., B|0) = |B)), where

51— 1651 (28.12)

L tk
> o, (28.13)

(34 o)) (28.14)
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Let
W = Bl select(V)B (28.15)
with
m—1
select (V) := 17) (| ® V. (28.16)
§=0

Then we have

(0] © W (|0) © |4)) = 7<<0\ © I)B' select(V Z VBN Y) (28.17)
= %«0\ ©1)B! Ejj VBiliVilv) (28.18)

A (2819)

~U(t)[4). (28.20)

In other words, if we postselect the state W(|0) ® 1)) on having its first register in the state |0), we obtain
the desired result. However, this postselection only succeeds with probability (approximately) 1/s?.
Considering the action of W on the full space, we have

WIO)k) = ~10) © D)) +1/1 - l®) (28.21)

for |¢) € H and some |®) whose ancillary state is supported in the subspace orthogonal to |0). To boost
the chance of success, we might like to apply amplitude amplification to W. However, the initial state |¢) is
unknown, so we cannot reflect about it. Fortunately, something similar can be achieved using the reflection

R:= (I —2/0){0)) ® 1. (28.22)
about the subspace with |0) in the first register. Specifically, letting P := |0)(0], we have

(0] @ HDWRWTRW (|0) ® I) = ((0| ® I) (WWTW — 2WWTPW — 2WPW'W

+4WPWTPW)(|0) @ I) (28.23)
= (0| ® I)(—3W + 4WPWTPW)(|0) ® I). (28.24)

Therefore
(0| @ IYW RWT RW|0) ) = fgff(t) + ;igﬁ(t)ﬁ(t)fﬁ(t), (28.25)

which is close to —(2 — s%)U(t) since U(t) is close to unitary. In particular, if s = 2 then this process boosts

the amplitude from 1/2 to 1, analogous to Grover search with a single marked item out of 4. For the purpose
of Hamiltonian simulation, we can choose the parameters such that a single segment of the evolution has
this value of s, and we repeat the process as many times as necessary to simulate the full evolution.

More generally, the operation WRW TR is analogous to the Grover iterate, and it can be applied many
times to boost the amplitude for success from something small to a value close to 1. Using this oblivious
amplitude amplification, a general linear combination of unitaries as in (28.10) can be implemented with
complexity O(1/s).



Chapter 29

Quantum signal processing

In this lecture, we describe the powerful framework of quantum signal processing [80]. Given an operator
represented using a so-called block encoding, we can encode spectral information about it in a qubit through
the concept of qubitization [81] and then transform it by quantum signal processing to implement a function
of the block-encoded operator. Applying this method to the Hamiltonian simulation problem, and using the
method of oblivious amplitude amplification discussed in the last lecture to boost the amplitude of the block-
encoded evolution, this approach can be used to simulate sparse Hamiltonians with an optimal complexity
tradeoff. These techniques can also be applied in a wide variety of other algorithms [54].

29.1 Block encoding

We say a unitary transformation U is a block encoding of a matrix A if
A -
U={"T J=10)0]®A+-. (29.1)

where |0) denotes the first computational basis state of the ancilla register. Equivalently, we can write
A= ({0l )U(|0)® I).

Note that for A to have a block encoding, it must satisfy ||A|| < 1. However, we often consider block
encodings under rescaling. Observe that we can block encode A/« for any a > ||A]|. We can think of « as
a parameter that measures the quality of the block encoding, where smaller values are better.

Obviously an efficient quantum circuit block-encodes itself, but we can give efficient block encodings of
many other kinds of matrices. In particular, we can efficiently block-encode sparse matrices. Suppose A €
CN*N is d-sparse and efficiently row- and column-computable (in the sense of Section 27.4). Furthermore,
suppose max; ;j |A;;| < 1 (this assumption is without loss of generality since we can always rescale A with
a corresponding change to the block-encoding constant «). Then we can efficiently implement unitary
operations R and C' acting on C3*N*N ag

VAGIDE) + (1)) 1) (29.2)

M=

e
e 010}~ 10) 7= 5
C: [0)[0}]5) > |o>%z VAGIO1) + 12))) (20.3)

(=1

ES
21

for some states |w;),|v;) € CV for all i,j € [N]. (This can be done by similar techniques as those for
implementing the quantum walk corresponding to a Hamiltonian, as discussed in Section 28.2.) Then we
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have
1 N
(O (0lGIRC0)0) 1) = 5 Z VA Ay (i kI, 5) (29.4)
k=1
1
:gAij (29.5)

so RTC is a block encoding of A/d.

Note that the operator W constructed in Section 28.3 is a block encoding of the scaled-down (approxi-
mately) unitary matrix U/ s, as shown in (28.21). The oblivious amplitude amplification technique discussed
there gives a way of turning this into a block encoding of U with cost O(1/s). (Strictly speaking, we need a
robust version of amplitude amplification to handle the case that U is not exactly unitary [25, Lemma 6].)

Block encodings also have nice closure properties. In particular, given efficient block encodings of A and
B, we can construct efficient block encodings of AB [54, Section 4.3] and oA + B [54, Section 4.4].

29.2 Quantum signal processing

A key problem is to transform a block encoding of one matrix into a block encoding of a related matrix. In
particular, given a block encoding of A, when can we produce a block encoding of f(A), and at what cost?
This problem is addressed by quantum signal processing.

In this section, we describe a result of Low, Yoder, and Chuang [82] that shows how to perform such a
transformation of a 2 x 2 matrix. This result is the core of the quantum signal processing concept and can
be lifted to effectively perform quantum signal processing of higher-dimensional operators.

Suppose we are given a single-qubit rotation

; 2
x wWl—=x ) — ¢ arccos(z)o,

W(z) = (Zm . (29.6)

Our goal is to generate a matrix whose entries are polynomials in . We can do this by interspersing W (z)
gates with z rotations, giving a circuit

Wa(x) i= "% W (2)e! 7= W () - - - W () e ¥ (29.7)

where ® := (¢, b1,...,¢r). The functions of W(x) that can be realized in this way are captured by the
following lemma.

Lemma 29.1 ([54, Theorem 3]). There exists ® € R**1 such that

_ P(x) iQ(z)v1 — 2?

if and only if P,Q € Clx] satisfy

(i) deg(P) <k and deg(Q) <k —1,

(ii) P has parity k mod 2 and @ has parity k — 1 mod 2, and
(iii) Vz € [-1,1], |P(2)]? + (1 — 2?)|Q(x)]? = 1.

(Here we say an even function has parity 0 and an odd function has parity 1.)

Proof. First we show by induction on k that (29.8) implies the three conditions.
For the base case, if k = 0, then W,y = €'?°?= gives P(z) = €% and Q(x) = 0, which satisfies (i)—(iii).



29.2. QUANTUM SIGNAL PROCESSING 145

For the induction step, suppose (29.8) satisfies the three conditions. Then

Wigo,drsn) = <1Q*(‘TP))E;:1)7$2 ZQ(‘T;*&’)— $2) W(l’)ewkoz (29.9)
P(x) iQ(x)V1 — 22 TeiPr ieT %k \/1 — 22
(mg*( WI—ZE P ) (ze WVI"E zeitn ) (26.10)
- <M¢kp( 7) = e (1 —a?)Q() ie " (P(x) +,x@<x>)m) (20.11)
e (P(x) + QU)W =a% et Plx) - (1 - 22)Q(a)
_( . P iQe)V1—=
~(rai=m B ) 2012
where
P(z) =" (zP(z) — (1 — 2%)Q()) (29.13)
Q( )= e~ x (P(a:) + a:Q(a:)) (29.14)
clearly satisfy the three conditions (the third follows from the fact that a product of unitary matrices is
unitary).

For the converse, we show by induction on k that the three conditions suffice to construct the decompo-
sition (29.8).

For k = 0, we have deg(P) = 0, so (iii) implies that P(x) = e'?® for some ¢y € R and Q(z) = 0.

For the induction step, observe that the quantity in condition (iii) is

P@) + (1 - 2?)|Q()]? = P()P*(z) + (1 — 22)Q(2)Q" (x) (20.15)

which is a polynomial in . Since this polynomial is identically 1, we must have ¢ := deg(P) = deg(Q — 1)
and their leading coefficients must satisfy |p¢| = |ge—1]| so that they cancel in (29.15). Choose ¢ € R so that
e?%r = py/qe_1, and consider

P@)  iQ@VI=Y sy
<ZQ* z)V1—a? P*(x) ) Wi(z)

iQ(x)V1 — 2?2 TeiPr —ietPr /1 — 22
- (zQ* 1 V1-—2a2 “ 13*( ) ) (—ie_i¢km xe ik ) (29.16)
_ ( me™ Pz + e Q)(1—a%) (i€ P(z) +ie” M aQ(z)) V1 —a? ) (20.17)
ieiPr acQ —ie P (z))V1— 2% €9RQ*(x)(1 — 2%) + e raP*(z)
— ( 1 A2 ZQ(Q%*V(}E)_ ”32) (29.18)
where
P(x) := e P(z) + e (1 — 23)Q(x) (29.19)
Q(x) == —€"%*P(z) + e “r2Q(). (29.20)

While P might appear to be a polynomial of degree £+ 1, in fact it has degree ¢ — 1, because the coefficient
of the z°*! term in (29.19) is e*p; — e~*%*q,_; = 0 by the choice of ¢y, and the coefficient of the z* term
is 0 by condition (ii). Similarly, Q has leading coefficient —e?**p,; 4+ e~**q,_; = 0 and has degree £ — 2. The
parity condition (ii) is easy to see from the form of P and @, and the condition (iii) follows from unitarity.
Thus by the induction hypothesis, (29.18) can be written in the form of (29.8), and therefore so can the
matrix on the left-hand side of (29.16). O

When lifting this decomposition to higher-dimensional cases via qubitization, it will be useful to employ
a variant of quantum signal processing using reflections. Observe that

W (z) = ie”="/4R(x)ei7="/4 (29.21)
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where
x V1— 22
R(z) = ( T . ) (29.22)
is a single-qubit reflection operator. Thus we have
k
x) = e [ W (x)e'se (29.23)
= jFeitoo= H e_Wz”/‘lR(x)ewZ(% +m/4) (29.24)
j=1

so we can also realize the functions described in Lemma 29.1 using a product of R(z) gates and o, rotations.

29.3 Qubitization

Qubitization is a tool that effectively lets us map a high-dimensional block encoding to a single qubit, on
which we can apply the quantum signal processing framework of the previous section. This mapping relies
on a decomposition of the block encoding into two-dimensional subspaces.

Consider a block encoding (29.1) of a Hermitian matrix A. Let |¢))) be an eigenvector of A, with
Alpa) = Mwoa). Let II := |0)(0] ® I be such that IIUII = |0)(0] ® A = A S 0I. Let |[\) := |0) ® |¢y), so
that TIUTI|A) = A|A). Then we claim that U maps the span of |A) and (I — II)UT|\) to the span of |\) and
(I —TI)U|A), and vice versa if we interchange the roles of UT and U.

To see this, we calculate

UlN) = (IT+ (I —II))U|N) (29.25)
=A\) + (I —I)U|N) (29.26)
and
U(I —IUTN\) = (I — UTIUT)|A) (29.27)
= |A) = AU|N) (29.28)
= (1= M)\ = AT —IDU|N). (29.29)
Defining the normalized states
I-U (I —-TUt
At a-mu MYy = 2 |, 29.30
X = e N == (20.30)
we can re-express this as
UIA) = AA) + V1= 2|\t (29.31)
UMY = V1 = X2]A) — AA5). (29.32)
In other words, we see that U has the block-diagonal form
\A> A
V1= A2\ ()]
U= EB( oW a )<)\i| (29.33)

and UT has the same form, but with the bases reversed. (Here we ignore some irrelevant subspaces.) In
other words, these operators are direct sums of the reflections R(\) acting between these two bases.
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To respect these invariant subspaces, we have to alternate U and U gates. Thus we consider the following
sequence of operations:

U@ — ei01 (2H71)UT62'02(2H71)Uei93(2H71)UTei04(2H71)U . 6i0k_1(2n71)UT€i9k (2H71)U (2934)

where © = (01, ...,6) (here k is even). With an appropriate choice of the phases 8, this sequence can realize
the reflection-based quantum signal processing sequence (29.34) within each two-dimensional subspace, so
that Ug can be a block encoding of P(A) for any function P satisfying the conditions of Lemma 29.1.

To implement this sequence with a quantum circuit, we can use a Il-controlled not gate that flips the
value of an ancilla bit conditioned on the state of the main register being in the space projected onto by II.
Conjugating the gate ¢??= acting on the ancilla by II-controlled not gates, with the ancilla initially in the
state |0), effectively implements the e'?(C1=1) gperation. This explains the name “qubitization”: we transfer
the information about which part of the block encoding the state is in to the qubit, so that by performing
quantum signal processing on that qubit, we effectively perform quantum signal processing in superposition
on the high-dimensional target space.

To apply this method, there are a few more details not yet accounted for. In practice we are only
interested in choosing P (the function that acts on the block-encoded matrix) and we can allow any @ that
allows for a quantum signal processing decomposition. Also, we may want to implement a general function
(not necessarily one of a particular parity), which we can do by adding together block encodings of the even
and odd parts. We do not describe these issues in detail here, and instead simply state the following final
result.

Theorem 29.2 ([54, Theorem 56)). Let f € R[x] be a polynomial of degree d with |f(x)| < 1/2 for all
x € [-1,1]. Let U be a block encoding of a Hermitian matriz A. Then there is a circuil that gives a block
encoding of f(A) using d applications of U and UT and one controlled-U gate.

Further generalizations are possible to handle the situation where A is not necessarily Hermitian, in
which case one can apply transformations to its singular values [54].

29.4 Application to Hamiltonian simulation

Finally, we describe how quantum signal processing can be used to give an optimal algorithm for simulating
sparse Hamiltonians.

As described in Section 29.1, we can construct an efficient block encoding of a sparse Hamiltonian H
(scaled down by its sparsity times the largest magnitude of a matrix element). Our goal is to turn this into
a block encoding of the evolution operator e/t

To do this, we make use of the Jacobi-Anger expansion

6it cos 6 — io: ika(t)eika (2935)
k=—oc0
= Jo(t) +2 i i* Jr () cos (ko) (29.36)
k=1
= Jo(t) +2 i i* Ji ()T (cos 6) (29.37)
k=1

where Jj, is a Bessel function and Ty (0) = cos(kf) is a Chebyshev polynomial. By truncating this expression
to the first K terms, we get a degree-K polynomial in z,

K
Jo(—t) + 23 " Tu(—t)Ti(w) m e 7. (29.38)
k=1

Using this polynomial as f in Theorem 29.2 (scaled down by a factor of 2 to satisfy the condition f(z) < 1/2),
where U is the block encoding of the sparse Hamiltonian H, we get (a good approximation of) a block
encoding of et /2,
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To understand the quality of the approximation, we must bound the error incurred by truncating the
infinite series. We omit the details of this analysis here since it is technical and not very illuminating, but
one can show that the error is O((¢/2)% /K!) [25]. (Note that this is very similar to the error analysis for the
linear combination of unitaries method as in (28.6), but without the exponential-in-t prefactor that prevents
us from directly taking large values of ¢ with that method.) To make this O(e), one can show that it suffices
to take [54, Lemma 59

- In(1/e)
K= (“ ln(e+ln(1/e)/t)) (29:39)

(and indeed, this expression is tight).

Since this is scaled down by a factor of 2, we need to scale it back up to achieve the desired (determin-
istic) simulation. We can do this using (robust) oblivious amplitude amplification with only constant-factor
overhead. Overall, this gives a quantum algorithm for sparse Hamiltonian simulation with optimal query
complexity as a function of both ¢t and e.



Part VI

Adiabatic quantum computing






Chapter 30

The quantum adiabatic theorem

In the last part of this course, we will discuss an approach to quantum computation based on the concept
of adiabatic evolution. According to the quantum adiabatic theorem, a quantum system that begins in the
nondegenerate ground state of a time-dependent Hamiltonian will remain in the instantaneous ground state
provided the Hamiltonian changes sufficiently slowly. In this lecture we will prove the quantum adiabatic
theorem, which quantifies this statement.

30.1 Adiabatic evolution

When the Hamiltonian of a quantum system does not depend on time, the dynamics of that system are
fairly straightforward. Given a time-independent Hamiltonian H, the solution of the Schrédinger equation

.d
i 1¥(0) = H(2)) (30.1)
with the initial quantum state |¢)(0)) is given by

[9(#)) = exp(=iH)[(0)). (30.2)

So any eigenstate |E) of the Hamiltonian, with H|E) = E|E), simply acquires a phase exp(—iEt). In
particular, there are no transitions between eigenstates.

If the Hamiltonian varies in time, the evolution it generates can be considerably more complicated.
However, if the change in the Hamiltonian occurs sufficiently slowly, the dynamics remain relatively simple:
roughly speaking, if the system begins close to an eigenstate, it remains close to an eigenstate. The quantum
adiabatic theorem is a formal description of this phenomenon.

For a simple example of adiabatic evolution in action, consider a spin in a magnetic field that is rotated
from the z direction to the z direction in a total time T":

H(t) = —cos (%) 0 — sin (Tr—) 0. (30.3)
Suppose that initially, the spin points in the x direction: [/(0)) = (|0) + |1))/v/2, the ground state of H(0).
As the magnetic field is slowly rotated toward the z direction, the spin begins to precess about the new
direction of the field, moving it toward the z axis (and also producing a small component out of the zz
plane). If T' is made larger and larger, so that the rotation of the field direction happens more and more
slowly (as compared to the speed of precession), the state will precess in a tighter and tighter orbit about
the field direction. In the limit of arbitrarily slow rotation of the field, the state simply tracks the field,
remaining in the instantaneous ground state of H (t).

More generally, for s € [0,1], let H(s) be a Hermitian operator that varies smoothly as a function of
s. (The notion of smoothness will be made precise in the following section.) Let s := t/T. Then for T
arbitrarily large, H(t) varies arbitrarily slowly as a function of ¢. An initial quantum state |1/(0)) evolves
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according to the Schrodinger equation,

i |(t)) = H(t)[4(1)), (30.4)

or equivalently,
() = TH() () (30.5

Now suppose that [1(0)) is an eigenstate of H(0), which we assume for simplicity is the ground state, and
is nondegenerate. Furthermore, suppose that the ground state of H(s) is nondegenerate for all values of
s € [0,1]. Then the adiabatic theorem says that in the limit 7' — oo, the final state |1)(T")) obtained by the
evolution (30.4) will be the ground state of H(1).

Of course, evolution for an infinite time is rather impractical. For computational purposes, we need a
quantitative version of the adiabatic theorem: we would like to understand how large T" must be so that the
final state is guaranteed to differ from the adiabatically evolved state by at most some fixed small amount.
In particular, we would like to understand how the required evolution time depends on spectral properties of
the interpolating Hamiltonian H(s). We will see that the timescale for adiabaticity is intimately connected
to the energy gap between the ground and first excited states.

30.2 Proof of the adiabatic theorem

We now give a proof of the adiabatic theorem, following [110] (see also [66] for a similar approach).

We would like to compare the evolution according to (30.5) to the corresponding (exactly) adiabatic
evolution, in which the initial ground state |¢(0)) = |1(0)) evolves into the instantaneous ground state |¢(s))
of H(s) satisfying

H(s)[6(s)) = B(s)|6(s)) (30.6)

where F(s) is the instantaneous ground state energy. (We assume for simplicity that the ground state is
unique.) Let

P(s) := |(s)){(o(s)| (30.7)
denote the projector onto the ground state of H(s). Then we claim that the Hamiltonian

H,(s):=TH(s)+1[P(s), P(s)] (30.8)

generates exactly adiabatic evolution, where we use a dot to denote differentiation with respect to s. In
other words, we claim that the differential equation

i () = Hals)lE(s)) (30.9)

with [£(0)) = |¢(0)) has the solution [£(s)) = €(*)|¢(s)) for some time-dependent phase 6(s). Equivalently,
the density matrix P(s) = [¢(s))(d(s)] = |€(s))(£(s)]| satisfies the differential equation

1P =1 | (G 16060) ol + et (G )| (30.10)

= [Ha(s), P(s)]. (30.11)

To see this, we compute
[H,, P] = T[H, P] +i[[P, P], P (30.12)
= i(PP —2PPP + PP) (30.13)

(dropping the argument s when it is clear from context). Differentiating the identity P? = P gives

P = PP+ PP, (30.14)
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and multiplying this identity by P on both sides gives
PPP =0. (30.15)

Thus we see that [H,, P] = iP as claimed.
Recall that our goal is to understand the evolution according to (30.5), which can be written as

[9(s)) = U(s)[1(0)) (30.16)

for some unitary operator U(s). It is helpful to write the evolution in terms of a differential equation for
U(s). We have

LU0 = 10(6) (30.17)
— —iTH(s)|¢(s)) (30.18)
= STHEU()0) (30.19)

and since this holds for any initial state |1)(0)), we see that U(s) satisfies the differential equation

iU (s) = TH(s)U(s). (30.20)

Similarly, we have )
iUu(8) = Ha(8)Uq(s) (30.21)

for the corresponding adiabatic evolution.
We would like to show that the difference between U and U, is small. Thus we consider

U(1) - Ua(1) = —U(1) /1 di(UTUa) ds (30.22)
o ds
=iUu(1) / 1 U'[H, — THU, ds (30.23)
0
=-U(1) /1 Ut[p, P\U, ds (30.24)
0

where the first line follows from the fundamental theorem of calculus, the second from (30.20) and (30.21),
and the third from the definition of H,.
It turns out that the expression [P, P] can be written as a commutator with the Hamiltonian, [P, P] =
[H, F], where
F := RPP + PPR (30.25)

where we have defined the resolvent 1

H-F

(which has poles at the eigenvalues of H). This can be seen as follows: noting that (H — E)R = 1 so that
HR =1+ FER, and PH = EP, we have

R =

(30.26)

[H,F| = HRPP + HPPR — RPPH — PPRH (30.27)
= PP + ERPP + EPPR — ERPP — PP — EPPR (30.28)
= [P, P] (30.29)
as claimed.
Now let us define R
F:=U'FU. (30.30)

Using (30.20), we have _
F =iTU'H, FlU + UTFU; (30.31)
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therefore
Utp, PlU = U'[H, FIU (30.32)

1 = R
= E(F —UTFU). (30.33)

Now we insert this into (30.24) and integrate the first term by parts:
i

U(1) - Ua(1) = ZU(1) /01[@ —UtEnUtu,] ds (30.34)

0 S
1

_ %U(l) <[FUTUQ} ' /1 (Fdi(UTUa) - UtE,) ds) (30.35)

_ %U(l) <[FUTUQ}O _ / 1 (FUT 1P, PU, — UTFUQ) ds) (30.36)

where we compute the derivative of UTU, as in (30.24). Thus we have

TIUQ) = Ul < [FO)] + [[FQ) +/0 ds (2||FII 1Pl + IIFH)- (30.37)
Now
||| < 2|RPP| (30.38)
=2||[R(1 - P)P|| (30.39)
<2|R(1-P)|-|P| (30.40)
2| P
< A (30.41)

where we have used (30.14) to see that PP = (1 — P)P, and where A(s) is the gap between the smallest
eigenvalue E(s) of H(s) and the nearest distinct eigenvalue of H(s). Also,

F'= RPP + RPP + RP?> + PPR+ PPR+ P?R (30.42)

and
. 1 . 1
R:_(H—E)H(H—E) (30.43)

(to see this, differentiate the identity (H — E)R = 1), so (by similar calculations as above)

: L= -2, 1P (1P
< . .
11l 2( ot A toa (30.44)
Thus we have
T PO, [P /1 P12 =P P
— 1) — D < . 4
2||U( )= U (1) < A(0) + A(D) + ; ds (3 A + A2 + A (30.45)

Finally, we would like to express ||P|| and ||P|| in terms of H. We can obtain upper bounds for these
quantities using first and second order perturbation theory. Intuitively, if the Hamiltonian changes slowly,
and if its eigenvalues are not close to degenerate, then its eigenvectors should also change slowly. At first
order, we have .

: IH||
IIP] < e A (30.46)
for some constant ¢, and at second order,

[Ecam Fd

1Pl < e2™ 1 +es™ 1 (30.47)
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for some constants cz, c3. Plugging these estimates into (30.45), we have

. . 1 L
FI0W) ~ U] < ”f(g;l' +cl|f((11))2” +/0 s ((3c§+c1+03)”i3| +02”52”>. (30.48)

Overall, we have proved the following quantitative version of the adiabatic theorem:

Theorem 30.1. Suppose H(s) has a nondegenerate ground state for all s € [0, 1], and suppose that the total
evolution time satisfies

2| |H©) 1= (1) ! 2 |H | A
TZE c1 A(0)2 + 1 A(1)? —|—/Ods (3cl+cl+03)F+62F

Then evolution of the initial state |1(0)) = |$(0)) under the Schrédinger equation (30.5) produces a final
state (1)) satisfying

(30.49)

119 (1) = [p()]| < e (30.50)



156 CHAPTER 30. THE QUANTUM ADIABATIC THEOREM



Chapter 31

Adiabatic optimization

Having established the quantum adiabatic theorem, we will now see how it can be applied to solve opti-
mization problems. After describing the general framework [48], we will see how this approach gives an
alternative O(v/ N)-time algorithm for unstructured search.

31.1 An adiabatic optimization algorithm

Many computational problems can be cast as the minimization of some cost function. For concreteness,
suppose we are given a function

h:{0,1}" >R (31.1)

from strings of n bits to real numbers. A natural question is, does there exist a string z € {0,1}" such that
h(z) = 07 Or alternatively, can you find a string z that globally minimizes h(z)? In general, such questions
can be very difficult to answer—the first problem is NP-complete, and the second is NP-hard. (For example,
h(z) could be the number of clauses violated by some CNF formula.) But of course, specific instances of
such a problem can be more tractable than the general case.

The quantum adiabatic theorem suggests a natural approach to minimizing functions such as (31.1). The
basic idea is to encode the solutions of the minimization problem in the ground state of a Hamiltonian and to
adiabatically evolve into this ground state, starting from a known ground state. According to the adiabatic
theorem, the probability of finding a solution will be high provided the evolution is sufficiently slow.

To cast the problem of minimizing (31.1) in quantum mechanical terms, consider a Hamiltonian that is
diagonal in the computational basis, with eigenvalues h(z):

Hp := Z h(z) |2)(z| (31.2)

ze{0,1}n

We refer to Hp as the problem Hamiltonian, since it corresponds to the problem of minimizing h. Clearly,
its ground state consists of strings z such that h(z) is minimized. Therefore, if we could prepare the ground
state of Hp, we could solve the minimization problem.

To prepare the ground state of Hp, we will adiabatically evolve from the ground state of a simpler
Hamiltonian. Let the beginning Hamiltonian Hp be some Hamiltonian whose ground state is easy to prepare.
Then let Hr(t) be a smoothly varying time-dependent Hamiltonian with Hy(0) = Hp and Hr(T) = Hp,
where T is the total run time of the evolution. Assuming the evolution is sufficiently close to adiabatic, the
initial ground state will evolve into a state close to the final ground state, thereby solving the problem.

For any given Hg and Hp, there are many possible choices for the interpolation Hp(¢). One simple
choice is a time-dependent Hamiltonian of the form

H(t) = H(t/T) = (1~ f(t/T)) Hpg + [(t/T)Hp (31.3)

where f(s) is a smooth, monotonic function of s € [0, 1] satisfying f(0) = 0 and f(1) = 1, so that H(0) = Hp
and H(1) = Hp. In other words, the interpolating function f(¢/7T") should vary smoothly from 0 to 1 as the
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time ¢ varies from 0 to T. If f(s) is twice differentiable, and if the ground state of H(s) is nondegenerate
for all s € [0,1], then the adiabatic theorem guarantees that the evolution will become arbitrarily close
to adiabatic in the limit T — oco. An especially simple choice for this interpolation schedule is the linear
interpolation f(s) = s, but many other choices are possible.

Finally, how should we choose the beginning Hamiltonian? If we choose an interpolation of the form
(31.3), then Hp clearly should not commute with Hp, or else no evolution will occur. One natural choice
for Hg is

Hp=-Y o)) (31.4)
j=1

where Ug(cj ) is the Pauli x operator on the jth qubit. This beginning Hamiltonian has the ground state

1
|15) = |2), (31.5)

a uniform superposition of all possible solutions S = {0,1}". But as for the method of interpolation, many
other choices for Hp are possible.

To summarize, a quantum adiabatic optimization algorithm works as follows:

1. Prepare the quantum computer in the ground state of the beginning Hamiltonian Hpg.

2. Evolve the state with the Hamiltonian H(¢) for a total time T, ending with the problem Hamiltonian
Hp.

3. Measure in the computational basis.

Step 1 can be performed efficiently if Hp has a sufficiently simple ground state—for example, if it is the
state (31.5). Step 2 can be simulated efficiently on a universal quantum computer, assuming the Hamiltonian
is of a suitable form (say, if it is sparse) and the run time T is not too large. Step 3 is straightforward to
implement, and will yield a state close to the ground state assuming the simulation of the evolution is
sufficiently good and the evolution being simulated meets the conditions of the adiabatic theorem.

31.2 The running time and the gap

The quantum adiabatic optimization algorithm described above is guaranteed to produce the correct answer
with high probability provided the run time is sufficiently large. But how long is long enough? Unfortunately,
this question is difficult to answer for almost all interesting problems. However, using the adiabatic theorem,
it can at least be rephrased as a statement about spectral properties of the Hamiltonian.

From the adiabatic theorem, we see that the run time depends crucially on the gap A(s) between the
ground and first excited states of H(s). Suppose for simplicity that we use linear interpolation between Hpg
and Hp, i.e., (31.3) with f(s) = s. Clearly

H=Hp-Hp (31.6)
H=0. (31.7)
Now let
Ay i= min A 31.8
o, (s) (31.8)

be the minimum gap between the ground and first excited states. Then we have

Theorem 31.1. Suppose the evolution time satisfies

|Hp — Hg||
A2

min

|Hp — Hp|]?
A3 ’

min

2
T>>|2¢ + (3¢t 4+ c1 +c3) (31.9)
€

Then [[l$(1)) = [o()] < €.
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Recall that to be efficiently simulable, Hg and Hp should not have very large norm. Thus we see that if
the minimum gap A, is not too small; the run time need not be too large. In particular, to show that the
adiabatic algorithm runs in polynomial time, it sufficies to show that the minimum gap is only polynomially
small, i.e., that 1/Ap;, is upper bounded by a polynomial in n.

Of course, this does not answer the question of whether the adiabatic algorithm runs in polynomial time
unless the minimum gap can be estimated. In general, calculating the gap for a particular Hamiltonian is
a difficult problem, which makes the adiabatic algorithm difficult to analyze. Nevertheless, there are a few
examples of interest for which the gap can indeed be estimated.

31.3 Adabatic optimization algorithm for unstructured search

Recall that the unstructured search problem for N items can be solved in time O(\/N ) (by Grover’s algorithm,
or by a quantum walk search algorithm), but has classical query complexity (). Let’s show that adiabatic
optimization can also solve this problem in O(m ), demonstrating that it can indeed provide quantum
speedup [95, 42].

Unstructured search is equivalent to minimizing the black box function h : {0,1,...,N — 1} — {0,1}

defined as
0 i ked
B(z) = QO 21 marke (31.10)
1 =z is unmarked.

For simplicity, let’s focus on the case of a single marked item m. Then the problem Hamiltonian (31.2)
corresponding to (31.10) is

Hp =1—|m){m]|. (31.11)

A natural starting point for adiabatic evolution is the uniform superposition state |S), where now S =

{0,1,..., N —1}. Then a particularly simple choice of the beginning Hamiltonian is the projector onto states
orthogonal to |S),

Hp =1-15)(S|. (31.12)
(Note that such a beginning Hamiltonian is not a good choice in general, since one can show that it allows
at most a quadratic speedup over brute force search. We could instead use the initial Hamiltonian (31.4) for
unstructured search, corresponding to adiabiatic optimization over the hypercube, but the analysis would
be more complicated.) For this beginning Hamiltonian, |S) is the ground state, with energy 0, and all
orthogonal states have energy 1. Finally, suppose we use the interpolation Hamiltonian (31.3), so that

H(s) =1 [(1 = f()[S)(S| + f(s)|m) (ml] (3L.13)

for some as yet undetermined function f : [0,1] — [0, 1].

Just as in Grover’s algorithm, Hrp(t) acts nontrivially only on the subspace spanned by |m) and |S),
making its spectrum straightforward to calculate. Working in the {|m), |m*)} basis we defined when an-
alyzing the continuous-time quantum walk algorithm for unstructured search on the complete graph (with

|mt) = (|S) — a|m))/v1 — a2, where a := (S|m) = 1/V/N),

H— (_(1—f)(1—a2) —(1_f)am)

(1-favi—a® 1—(1-f)(1—a? (31.14)

- % —(1- favl—ato, + [(1 — 1 -a?) - %}0 (31.15)
Then it is straightforward to compute the eigenvalues
Ey = %(k \/174f(17f)(17a2)) (31.16)
E1:%<1+\/1—4f(1—f)(1—a2)). (31.17)
In other words, the gap between the ground and first excited states is
A=/1-4f(1 - f)(1 - a?). (31.18)

For example, with N = 1000, we have the following:
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In general, the minimum value occurs at f = 1/2, where we have Ay, = a = 1/\/JV

To finish specifying the algorithm, we must choose a particular interpolation function (or schedule) f(s).
The simplest choice is to use the linear interpolation f(s) = s, but it turns out that this simple choice does
not work. Applying (31.9), which pessimistically depends solely on the minimum value of the gap, only
shows it is sufficient to take T = O(1/A%) = O(N?®/?). But even if we use the full adiabatic theorem, we
only find that it is sufficient to take the run time to be large compared to

1df _ ! df _i_
/0 A3 _/0 [1—4f(1—f)(1—a2)3/2 2 N. (31.19)

While the adiabatic theorem only gives an upper bound on the running time, it turns out that the bound
is essentially tight in this case: with linear interpolation, the run time must be Q(N) for the evolution to
remain approximately adiabatic.

However, we can do better by choosing a different interpolation schedule f(s). Intuitively, since the gap
is smallest when f(s) is close to 1/2, we should evolve more slowly for such values. The fact that the gap is
only of order 1/v/N for values of |f — 1/2| of order 1/v/N ultimately means that it is possible to choose a
schedule for which a total run time of O(v/N) suffices. Since we should evolve most slowly when the gap is
smallest, it is reasonable to let f o AP for some power p. For concreteness, we will use p = 3/2, although
any p € (1,2) would work.

If we let

f=an®?, (31.20)

then the coefficient « is fixed by the equation fol ds = fol df/f =1, ie.,

‘= 0 ngJ:Q (31.21)
1 df
N /0 [ —4f(1—f)(1— a2/ (31.22)
N3/4
- M?gfig NYE+0) (31.24)

where B,(a,b) denotes the incomplete beta function, and T'(z) denotes the gamma function. Then for
example, with N = 1000, the schedule obtained by integrating (31.20) looks as follows:
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0.4

0.2F

Now we want to evaluate the terms appearing in the adiabatic theorem. For the first three terms, we
need to calculate

1H(s)ll = |1/ (s)(Hp — Hp)| (31.25)
= f(s)|V1 — a2 (31.26)
=av1—a2A%2, (31.27)
The first and second terms are
IH©O) _ [IE)]
= = 1—a2 1.28
AOP ~ AQ)? ’ (o129
= O(NY%), (31.29)
so they will turn out to be negligible. The third term is
1 T112 1 42
[ H|| 2 f2df
———ds=(1-a") — = (31.30)
/0 A? o A% f
=a(l —a?) e (31.31)
=a?(1—a?) (31.32)
= O(VN). (31.33)
To calculate the final term, we need to compute
1A = | f(s)(Hp — Hp)| (31.34)
=|f(s)|V1—a? (31.35)
= gaA1/2|A|\/1 — a2 (31.36)
_ 31z a2A1/2f‘% , (31.37)
2 df
and
_ _ 2
da _2@f -1 -d’) (31.38)

af A
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Then we have

. Lo
W2, [ [H] df
/O s _/O a7 (31.39)
3 L1 dA
= 50{\/ 1-— CL2/O m‘ﬁ df (3140)
1
_ 91372 12f — 1
= 3a(1 — da?) /0 df 1470 i @) (31.41)

6ol — a2)3/2
= Val+ va)(i o) (31.42)

= O(VN). (31.43)

Overall, we find a total run time of T'= O(v/N) suffices to make the evolution arbitrarily close to adiabatic.

In the above analysis, it was essential to understand the behavior of the gap as a function of f. In
particular, since the spectrum of the Hamiltonian (31.13) does not depend on which item m is marked, we
can choose a schedule that is simultaneously good for all possible marked items. For general instances of
adiabatic optimization, this may not be the case.

To implement this adiabatic optimization algorithm for unstructured search in the conventional quantum
query model, we must simulate evolution according to this Hamiltonian. Using the fact that [Hg, Hp] =
O(1/V/N), it is possible to perform this simulation using O(v/N) queries to a black box for h(z).



Chapter 32

An example of the success of
adiabatic optimization

In this lecture, we describe a simple example of a function that can be minimized by adiabatic optimization
in polynomial time [48].

32.1 The ring of agrees

Consider n bits 21, 22, ..., 2, arranged on a ring. For each adjacent pair of bits, we include a clause that
is satisfied if and only if the two bits are the same. This instance has exactly two satisfying assignments,
namely those for which all the bits agree: z1 = 20 =--- =2, =0and 21 = 20 = --- = 2z, = 1. But even
though it does not present a computational challenge, it is interesting to ask how well adiabatic optimization
does on this simple “problem.”

Summing over the n clauses, the cost function is

hz)=> (1-0:2.,) (32.1)

j=1
n
1—-(22z; —1)(2z;41 — 1
_ ( Zj 2)( Zj+1 ) (322)
j=1
where we make the identification z,17 := z;. Thus, the problem Hamiltonian can be written in terms of

Pauli operators as

Hp = Zh(z)|z)(z| (32.3)

1 < S
=52 (1—aPalty) (32.4)
j=1
where we make the similar identification 0—2"“) = aﬁl). To prepare the ground state of Hp, we will use

linear interpolation from a magnetic field in the = direction (i.e., the adjacency matrix of the hypercube),
giving

(1—oWelthy, (32.5)
1

H(s)=—(1-5) Zogﬁ +3
Jj=1 Jj=

To understand how well the resulting adiabatic algorithm performs, we would like to calculate the gap
A(s) of this Hamiltonian as a function of s. Strictly speaking, this gap is zero, since the final ground state

is degenerate: any state in the two-dimensional subspace span{|0...0),|1...1)} has zero energy. However,
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note that the Hamiltonian commutes with the operator
n
G:=]]o, (32.6)
j=1

and that the initial state |S) (where S = {0,1}") is an eigenstate of G with eigenvalue +1. The evolution
takes place entirely within the +1 eigenspace of GG, so we can restrict our attention to this subspace. So let
A(s) denote the gap between the ground state of H(s) and the first excited state in the +1 eigenspace of
G. This is the relevant gap for adiabatic evolution starting in |.S), with the ultimate goal of producing the
unique G = 41 ground state of Hp, the GHZ state

0...0)+1...1)
N .

Measurement of this state in the computational basis will yield one of the two satisfying assignments of the
n bits, each occurring with probability 1/2.

The Hamiltonian (32.5) is well-known in statistical mechanics, where it is referred to as a ferromagnetic
Ising model in a transverse magnetic field. It can be diagonalized using the Jordan-Wigner transform, which
we describe next.

(32.7)

32.2 The Jordan-Wigner transformation: From spins to fermions

The Jordan-Wigner transformation is a way of mapping a one-dimensional spin system to a system of
free fermions. Since finding the spectrum of the resulting system of noninteracting fermions only requires
diagonalizing an n X n matrix, whereas determining the spectrum of a generic system of n spins requires
diagonalizing a 2™ x 2™ matrix, the Jordan-Wigner transformation shows that one-dimensional spin systems
are particularly simple, and provides a powerful tool for analyzing them.

We will focus on a one-dimensional Ising spin system in a transverse magnetic field, with nearest-neighbor
couplings and magnetic fields that can vary arbitrarily from site to site. In other words,

n n
H=> JioWel™ +3 h;ol! (32.8)
=1 i=1

for some values of the real numbers J; and h;. We may either have periodic boundary conditions (by
identifying " with Ugl)) or open boundary conditions (by setting J,, = 0).

The Jordan-Wigner transformation consists of the definition
@) ... ;0-D50) G+ . () (32.9)

x x -

= o)
aj =0y’0

(which will turn out to be a fermion annihilation operator), where we have defined spin raising and lowering
operators in the z basis,

5. =R T p (32.10)
= [F) (=l (32.11)

R:= % G _11> (32.12)

is the Hadamard transformation, and |4) := (|0) +|1))/+/2 are the eigenvectors of o.
To see that the a;’s correspond to fermion annihilation operators, we observe that a; and

where

al =oMo® ... o0 DgI10+D .. 1) (32.13)

T
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obey fermion anticommutation relations. In particular, let
{A,B} := AB + BA (32.14)

denote the anticommutator. For j < k, we have

{aj,ar} = {5, 0D }o it . o501 = ¢ (32.15)
and
{a;,a}} = {69, 60 }o0tD) ... ok-D5Hk) — g (32.16)

On the other hand, for j = k£ we have

{as.a5} = (6,69} = 2(4) ([ +)(=) =0 (32.17)
{ag.a]} = (69,67} = (1) (=1 (1 + D) (HHH-DP = 1. (32.18)

Thus we find the fermion anticommutation relations

{aj,a} =0 (32.19)
{a;, aL} =0k (32.20)
() (J+1) -

To fermionize H, we need to express oy and cr a in terms of fermion operators. The important
point is that even though the a;’s and a;’s are highly nonlocal spin operators, certain local combinations of
them correspond to local spin operators, and vice versa. For the magnetic field, we have

ata; =559 (32.21)
= (=)= (32.22)
= %(1 — oy, (32.23)
SO
o) =1-2ala; (32.24)
= aja;r- - a;aj . (32.25)

For the Ising coupling term, we have (for j = 1,2,...,n—1),

(af — a)(aly +a5e1) = 69 = 69)oD (YT 4 5UT) (32.26)
— oWt (32.27)

If we want to use periodic boundary conditions, including the operator a,(z ) 21), then we have to treat it

separately. We have

(a} —an)(al + a1) ( H o, J)> 5 — &(_"))( W4 ~(1)) (32.28)

= _Gggmagw (32.29)

where G is the spin flip operator defined in (32.6). Since o, anticommutes with o, the operator G commutes

with each Ising coupling term, and thus commutes with any H of the form (32.8). Therefore, to find the

spectrum of H, it suffices to separately determine the spectra in the subspaces with G = +1 and G = —1.
Note that since o, = (—1)2(179%) | we can write

G = (~)Zi $0-) (32.30)
= (~1)Zim e (32.31)
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Thus the cases G = +1, G = —1 correspond to the cases of an even or an odd number of occupied fermion
modes, respectively.
Overall, the Jordan-Wigner transformation results in the expression

H = Z J;(aj - ai)(aL_l +ai41) — Z hi(ajai - aial) (32.32)
i=1 1=1
where a1 := a1, and where
J; i =1,2,...,n—1
Jl= P Se (32.33)
-GJ, i1=n.

Since this Hamiltonian is quadratic in the fermion operators, it corresponds to a collection of n free fermions.
Now it remains to diagonalize such a Hamiltonian.

32.3 Diagonalizing a system of free fermions

Consider the most general quadratic fermion Hamiltonian,

H = Z (ki a;f-a;.c + v ajag) + h.c. (32.34)
jik=1

Using the fermion anticommutation relations (32.19) and (32.20), we can rewrite this Hamiltonian as

—g (P

H=qg <u —N*) a-+trp (32.35)
where ;1 and v denote the matrices whose j, k entries are i, and v;i, respectively, and a denotes the column
vector whose first block has entries a1, ..., a, and whose second block has entries al,...,al. Since H is
hermitian, we can always choose u, v so that p = pf and v = —v7.

We would like to define a change of basis to a new set of fermion operators b; bl in which the Hamiltonian

VRR]
is diagonal. If we let
n

b= (Kjrak + Njra}) (32.36)
k=1

(sometimes referred to as a Bogoliubov transformation), then we have
koA
b= (/\* n*) a. (32.37)

The matrices x and A are not arbitrary, since we require that the transformed b;’s and b}’s remain fermion
operators, i.e., that they satisfy the fermion anticommutation relations

{bj,br} =0 (32.38)

{bj, b1} = 65k (32.39)
It is a good exercise to check that the condition that these relations are satisfied if an only if the matrix in
(32.37) is unitary.

Although we will not describe the proof here,! it turns out that any quadratic fermion Hamiltonian can
be diagonalized by such a transformation. In particular, it is always possible to choose &, A so that

H=0 (“5 _Ow> b+ trp (32.40)

IThe diagonalization of H in the case of real u,v appears in [79]. For general p,v, as well as the case where we include
terms that are linear in the fermion operators, see [41].
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where w is a diagonal matrix whose diagonal entries are the positive eigenvalues of the 2 x 2 block matrix
(representing a 2n X 2n matrix whose eigenvalues occur in =+ pairs) appearing in (32.35). Expanding this
expression, we have

H =Y wj(2bib; — 1)+ tr p (32.41)

J=1

where we have again used the fermion anticommutation relations. Since the b}bj’s are commuting operators
with eigenvalues 0 and 1, we see that spectrum of H is given by the 2" numbers

> sjwi+trp (32.42)
=1

for each of the 2" possible assignments of sq, ss,...,s, = £1.
Calculating the eigenvalues w; is especially simple when p, v are real, as they are in the case of (32.32).
In this case, we have (now treating R in (32.12) as a block matrix)

o (0 )
Vo =l nw—v 0
Since the square of this matrix is

<MOV ugy>2: ((HV)O(M_V) (uv)o(u+v)) !

we see that the w;’s are simply the positive square roots of the eigenvalues of the n x n matrix (1 +v)(pu—v)
(or equivalently, of (u — v)(u + v)).
Finally, we specialize to a Hamiltonian of the Ising form (32.32). Here we have

(32.43)

(32.44)

0O Ji 0 - 0 J
Jl 0 JQ 0 tee 0 hl 0 A 0
p=2| . c o (32.45)
2 0 Js 0 0
o i 0 Jus 0 0 I
J, 0 0  Jp-1 0
0 J1 0 0 —J),
-Ji 0 Jo 0 0
1 —JQ 0 J3
v== : (32.46)
2 0 —Js 0
0 : . . 0 Jn—1
J, 0 R | 0
so the matrix (u + v)(u — v) is given by
JE+hE —Jiho 0 0 —J
—J1hs J22 + h% —Johsg 0 0
0 —Johy  Ji+ R —Js3ha
U (32.47)
0 —J3hy 0
0 Jai+hay —Juihy
—JT/th 0 0 - nflhn J’I’2L + h721
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The eigenvalues corresponding to eigenstates with G = +1 can be identified as follows. The transfor-
mation (32.37) is invertible, so any quadratic expression in the a;’s and a;r-’s can be written as a quadratic

expression in the b;’s and b;{’s. Since quadratic fermion operators do not change the parity of the total
number of occupied modes, this means that the parity of the a modes is the same as the parity of the b
modes. In other words,

G = (—1)Zi=m bbs (32.48)

Thus the eigenvalues with G = +1 are those with an even number of s;’s equal to +1 in (32.42), whereas
the eigenvalues with G = —1 are those with an odd number of s;’s equal to 4+1. In particular, we see that
the gap between the ground and first excited states in the G = +1 subspace is equal to 2(w; + ws), where
w1 and wy are the square roots of the two smallest eigenvalues of (32.47).

In the case of periodic boundary conditions, note that we have two distinct matrices (32.47), one for
each value of G. However, with a fixed value of G, only half the possible assignments of the s;’s give rise
to eigenvalues of the Hamiltonian, so we still find the correct number of eigenvalues. Here again, the gap
between the ground and first excited states in the G = +1 subspace is equal to 2(w; + wz), where now w;
and wo are the square roots of the two smallest eigenvalues of (32.47) with G = +1.

32.4 Diagonalizing the ring of agrees

The Hamiltonian (32.5) is of the form (32.8) with J; = —s/2 and h; = —(1—s) for each i = 1,2,...,n. (Note
that we can neglect terms proportional to the identity, since they do not affect the gap.) Then, according to
(32.47), the gap is given by twice the sum of the square roots of the two smallest eigenvalues of the matrix

(J? 4+ h?) — J;hy(D+ D7) = i [s* +4(1 —s)? —2s(1 —s)(D+ DY), (32.49)

where D is the skew-circulant matrix

0 1 0 0
0o 0 1 R
D:=| . SER (32.50)
0 0 1
-1 0 0 0
n—2

= Jo+ 1) (x| — [0)(n — 1] (32.51)
=0

Now just as the circulant matrix

01 0 0
0 0 1 SRR
c=|. SUR (32.52)
0 0 1
10 -~ 0 0
n—1
= |&+1mod n)(z| (32.53)
=0

(and hence any circulant matrix) is diagonal in the Fourier basis

1 n—1

> ePmikeing) (32.54)

|¢k> = ﬁ 2
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for k=0,1,...,n— 1, one can show that the matrix D (and hence any skew-circulant matrix) is diagonal in
the skew-Fourier basis )
1 =
i) = == 3 @D/ gy (32.55)
\/ﬁ =0
also for K =0,1,...,n — 1. In particular,
Dlxy) = e ™Dy (32.56)

Thus, the eigenvalues of (32.49) are given by

i {52 +4(1 —s)? — 45(1 — s) cos m2k+1) (32.57)

The smallest two eigenvalues (which are equal) occur for £k = 0 and k = n — 1, so the gap as a function of
the interpolating parameter is

A(s) = 2\/52 +4(1 —5)%2 —4s(1 — s) cos T , (32.58)
n
which looks like this for n = 50:
4
350
3t
25+
El
15f
1,
050
0 L L L L
0 0.2 0.4 0.6 0.8 1
For large n,
T w2 4
cos — = 1-— ) +0(1/n%), (32.59)
SO
272
A(s) =24/(2—3s)2 +s(1 — S)ﬁ +0(1/n%). (32.60)

Setting dA(s)?/ds equal to zero, we see that the minimum occurs at s = 2/3 + O(1/n?), at which the
minimum gap is

A= ;1% +0(1/n%). (32.61)

Since the minimum gap decreases only as 1/ poly(n), we see that adiabatic optimization can efficiently find
a satisfying assignment for the ring of agrees. Even though the ring of agrees is not by itself an interesting
computational problem, we can take this as preliminary evidence that adiabatic optimization sometimes
succeeds.

However, it is also possible for the adiabatic algorithm to fail (at least for certain natural choices of
the interpolating Hamiltonian), even for cost functions that are almost as simple as the ring of agrees. For
example, suppose we have 4n spins arranged on a ring, and we define the cost function

4n

3n
2172;+1 )+2 Z ZJ1ZJ+1 + Z (1752j721+1)+2 Z (1*527'72;'“)' (32.62)

1 j=n+1 Jj=2n+1 Jj=3n+1

n

J
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In other words, we again penalize a string when adjacent bits disagree, but the penalty is either 1 or 2
for contiguous blocks of n pairs of spins. In this case one can show that the gap is exponentially small.
Unfortunately, we did not have time to discuss the details of this calculation.



Chapter 33

Universality of adiabatic quantum
computation

In this final chapter, we see how adiabatic evolution can be used to implement an arbitrary quantum circuit
[8]. In particular, this can be done with a local, linearly interpolated Hamiltonian. We may think of such
Hamiltonians as describing a model of quantum computation. We know that this model can be efficiently
simulated in the quantum circuit model. In this lecture we will see how the circuit model can be efficiently
simulated by the adiabatic model, so that in fact the two models have equivalent computational power (up
to polynomial factors).

This does not necessarily mean that there is an efficient adiabatic optimization algorithm for any problem
that can be solved efficiently by a quantum computer. For example, Shor’s algorithm shows that quantum
computers can factor integers efficiently, yet we do not know if there is an adiabatic factoring algorithm that
works by optimizing some cost function (such as the squared difference between the integer and a product
of smaller integers). In general, it does not seem that the constructions of universal adiabatic quantum
computers give much insight into how one might design efficient quantum adiabatic optimization algorithms.
Nevertheless, they show that there is some sense in which the idea of adiabatic evolution captures much of
the power of quantum computation.

33.1 The Feynman quantum computer

In a classic paper from the mid-1980s, Feynman presented a quantum mechanical model of a computer
using local, time-independent Hamiltonian dynamics [51]. (Feynman’s Hamiltonian has also been useful in
quantum complexity, namely in formulating a complete problem for a quantum analog of the complexity
class NP [70].) The motivation for this model was to show that quantum mechanics does not pose barriers
to building a classical computer, despite quantum effects such as the uncertainty principle. Feynman showed
that any sequence of reversible classical logic gates can be efficiently simulated using local Hamiltonian
dynamics. However, his model applies equally well to simulate a quantum circuit.
Given a k-gate quantum circuit on n qubits, Uy - - - U3Uy, let

k
Hp:=)_ H, (33.1)
j=1
where
Hy=U;@j)(j = 1|+ U] ®|j — 1){j]. (33.2)

Here the first register consists of n qubits, and the second register stores a quantum state in a (k + 1)-
dimensional space spanned by states |j) for 7 € {0,1,...,k}. The second register acts as a clock that records
the progress of the computation. Later, we will show how to represent the clock using qubits, but for now,
we treat it as a convenient abstraction.
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If we start the computer in the state [¢)) ® |0), then the evolved state remains in the subspace spanned
by the k + 1 states

) :==Uj - UrlY) ®15) (33.3)
for j € {0,1,...,k}. In this subspace, the nonzero matrix elements of Hp are
(Vj|Hp|Yjr1) =1, (33.4)

so the evolution is the same as that of a free particle propagating on a discretized line segment. Such a
particle moves with constant speed, so in a time proportional to k, the initial state |¢)g) will evolve to a
state with substantial overlap on the state |1;) = Uy - Up|i)|k), corresponding to the final state of the
computation. For large k, one can show that

| (Wrle R 2 gpg) |2 = Q(k—2/3), (33.5)

so that after time k/2, a measurement of the clock will yield the result k, and hence give the final state
of the computation, with a probability that is only polynomially small in the total number of gates in the
original circuit.

The success probability of Feynman’s computer can be made close to 1 by a variety of techniques. The
simplest approach is to repeat the process O(k:2/ 3) times. Or we could pad the end of the computation
with a large number of identity gates, boosting the probability that we reach a state in which the entire
computation has been performed. Alternatively, as Feynman suggested, the success probability can be made
arbitrarily close to 1 in single shot by preparing the initial state in a narrow wave packet that will propagate
ballistically without substantial spreading. But perhaps the best approach is to make the process perfect by
changing the Hamiltonian to

k
Hpg =Y \i(k+1-j)Hj. (33.6)

In this case, the choice t = 7 gives the exact transformation e "#r&t|¢)y) = |ap;). This can be understood by
viewing |¢);) as a state of total angular momentum g(g + 1) with z component j — g Then Hp¢ is simply
the x component of angular momentum, which rotates between the states with z component j:g in time 7.
Equivalently, Hprg can be viewed as the Hamiltonian in the Hamming weight subspace of a hypercube.

In the Hamiltonians (33.1) and (33.6), the clock space is not represented using qubits. However, we can
easily create a Hamiltonian expressed entirely in terms of k + 1 qubits using a unary representation of the
clock. Let

[7):=10---010---0). (33.7)
J k—j
Then suppose we make the replacement
N j—1,5
1) =11 = (jor) o)V (33.8)

(and similarly for the adjoint), where the parenthesized superscript indicates which qubits are acted on. Then
the subspace of states for which the clock register has the form (33.7) is invariant under the Hamiltonian,
and within this subspace, its action is identical to that of the original Hamiltonian.

Notice that if the quantum circuit consists of one- and two-qubit gates, then the Hamiltonians (33.1) and
(33.6) are local in the sense that the interactions involve at most four qubits. We call such a Hamiltonian
4-local.

This construction shows that even a time-independent Hamiltonian of a particularly simple form can be
universal for quantum computation. Now let’s see how we can modify the construction to use adiabatic
evolution instead of a time-independent Hamiltonian.

33.2 An adiabatic variant

The construction of an adiabatic quantum computer will again involve two registers, the first holding the state
of the quantum computation and the second representing a clock. The idea is to start from a Hamiltonian



33.2. AN ADIABATIC VARIANT 173

whose ground state is the initial state of the computation together with the initial configuration of the clock,
and to slowly evolve to a Hamiltonian (essentially, minus the Feynman Hamiltonian (33.1)) whose ground
state encodes not the final state of the computation, but rather a uniform superposition over the entire
history of the computation.

As before, we will find it convenient to start with an abstract description of the clock register in terms
of k + 1 basis states |0),]1),...,|k), without worrying about how these states are represented in terms of
qubits. Later, we will consider issues of locality in this type of construction.

For the beginning Hamiltonian, we will use

HB =1 & |O> <O| + Hpenalty (339)
where .
. (4)
Hpenatty ==y (I)(1))”" @10)(0]. (33.10)
j=1

Here the parenthesized superscript again indicates which qubit is acted on. The first term of (33.9) says that
the energy is lower if the clock is in the initial state |0). Adding Hpenaity gives an energy penalty to states
whose clock is in the state |0), yet for which the state of the computation is not the initial state |00...0).
Thus the unique ground state of Hp is [00...0) ® |0).

For the final Hamiltonian (which we denote H¢, since it encodes the final result of an arbitrary circuit,
rather than the solution of a particular problem), we will use

He:=—-Hp + Hpenalty (3311)

where Hp is the Feynman Hamiltonian defined in (33.1). From (33.4), we see that the — Hr has a degenerate
ground state subspace, where any state of the form

1 k
In) = = D ) (83.12)

(with |¢;) defined in (33.3)), with an arbitrary initial state |¢), has minimal energy. Adding Hpenalty
penalizes those states for which the initial state of the computation is not [00...0), so that (33.12) with
|p) = |00...0) is the unique ground state of He. This state is almost as good as the final state of the
computation, since if we measure the clock, we obtain the result k with probability 1/(k + 1), which is
1/ poly(n) assuming the length of the circuit is only k¥ = poly(n). By repeating the entire process poly (k)
times, we can obtain the final state of the computation with high probability.

Finally, we use linear interpolation to get from Hg to H¢, defining

H(s):==(1-s)Hp+ sHc . (33.13)

If we begin in the state [00...0) ® |0) and evolve according to Hy(t) := H(t/T) for a sufficiently large time
T, the adiabatic theorem guarantees that the final state will be close to |n). It remains to estimate the gap
A(s) to show that T = poly(k) is sufficient.

In fact, the (k + 1)-dimensional computational subspace spanned by the states |¢;) with [¢) = [00...0)
is invariant under H(s), so it suffices to compute the gap within this subspace. Let us examine how H(s)
acts within the computational subspace. Note that Hpenaity|t;) = 0 for all j € {0,1,...,k}. We have

Jj=0

(j|Hplvj) = —65,56j0 (33.14)
and
(Wi|Helyr) = —(05,541 + 05.50-1) 5 (33.15)
so we need to lower bound the gap between the smallest and second smallest eigenvalues of the matrix
s—1 —-s 0 . 0
—s 0 -—s :
0 —-s 0 . 0" (33.16)
-5
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We will show

Lemma 33.1. The gap between the smallest and second smallest eigenvalues of the matrix (33.16) for
s €[0,1] is Q(1/k?)

Proof. The reduced Hamiltonian (33.16) essentially describes a free particle on a finite, discrete line, with
a nonzero potential at one end. Thus the eigenstates are simply plane waves with a quantization condition
determining the allowed values of the momentum. We will show the lower bound on the gap by analyzing
this quantization condition.

We claim that the (unnormalized) eigenstates of (33.16), denoted |E,), are given by

(5] Ep) = sin(p(k —j + 1)) (33.17)

for 7 = 0,1,...,k, and where p is yet to be determined. It is straightforward to verify that these states
satisfy
(| H(s)|Ep) = Ep(¥;]Ep) (33.18)
for 7 =1,2,...,k, with the energy given by
E, = —2scosp. (33.19)

(where p may be either real or imaginary). The allowed values of p are determined by the quantization
condition obtained by demanding that (33.18) also holds at j = 0, i.e., that we have

—ssin(kp) + (s — 1) sin((k + 1)p) = Epsin((k + 1)p). (33.20)
Using trigonometric identities, we can rewrite this condition as
ssin((k +2)p) = (1 — s)sin((k + 1)p), (33.21)
or equivalently, in terms of Chebyshev polynomials, as

Uti(cosp) — 1—s
= .22
Ui (cosp) s (33.22)

where Ug(x) is the kth Chebyshev polynomial of the second kind, satisfying Uy (cos ) = sin((k + 1)6)/ sin 6.

The left hand side of (33.22) is shown below for k = 8. The intersections of this curve with the constant
function (1 — s)/s, when multiplied by —2s, give the eigenvalues E,. Note that since p can be imaginary,
cosp can be larger than 1 or smaller than —1.

4 T T T T T " .

Us(cos p),/Us(cosp)
o

—2 —-1.5 -1 —-0.5 0 0.5 1 1.5 2
cosp
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Since the roots of Uy (z) are given by cos 27y for j =1,2,...k, the left hand side of (33.22) has simple

poles at those values (and zeros at cos k+2 for j = 1,2,.. .,k; + 1). One can show that left hand side of
(33.22) is strictly increasing. So there is one solution of (33.22) to the left of the leftmost pole, one between
each pair of poles, and one to the right of the rightmost pole, giving a total of £ + 1 solutions, and thus
accounting for all the eigenvalues of (33.16).

It remains to show that the gap between the two rightmost solutions of (33.22) is not too small. Tt is
easy to see that the gap is Q(1/k3), because the ground state has cosp > cos 73 (since it must occur to the
right of the rightmost root), and the first excited state has cosp < cos = (since it must occur to the left of
the rightmost pole). This shows the gap is at least 2s(cos 75 — cos i77) = Q(1/k3) for constant s (and it
is easy to show that the gap is a constant for s = o(1)).

However, we might like to prove a tighter result. To do this, we can separately consider the cases where
the value of p corresponding the ground state is real (giving a plane wave) and where it is imaginary (giving
a bound state). Since Ugy1(1)/Uk(1) = (k + 2)/(k + 1), the value of s separating these two regimes is
s* = (k+1)/(2k + 3).

For s < s*, the ground state has cosp > 1, whereas the first excited state has cosp < cos kLH (as observed
above). Therefore, the gap satisfies

A(s) > 25(1 — cos ki 1) = Q(1/k?) (33.23)

for constant s (and as mentioned above, it is eaby to see that A(s) = Q(1) for s = o(1)).

For s > s*, the ground state has cosp > cos 1 (as mentioned above). For the first excited state, we will
show that the solution of (33.22) not only lies to the left of the rightmost pole, but that its distance from
that pole is at least a constant fraction more than the distance of that pole from cosp = 1. In particular,
for any constant a > 0, we have

Uk+1(1 = (1+a)(1 — cos kLH)) B sin((k + 2) cos™((1 + a) cos Y g a))

= 33.24
Uk(1 = (1+a)(1—cos 7)) sin((k + 1) cos™1((1 + a) cos 77 — a)) ( )
V1 t(my/1
gV acok(” =9 4 oa/r) (33.25)
where the second line follows by Taylor expansion. In comparison,
k+2 1 9
—— =1+4- 1 . 2
) +k+0( JE%) (33.26)

So if we fix (say) a = 1, then for k sufficiently large, (33.25) is larger than (33.26), which implies that the
first excited state has cosp < 2 cos kLH — 1. In turn, this implies that

™ 77 9
> — — = .
A(S)_2s(cosk+2 2608k+1+1) Q(1/k%), (33.27)

which completes the proof. O

33.3 Locality

The Hamiltonian (33.13) is local in terms of the computational qubits, but not in terms of the clock. However,
it is possible to make the entire construction local.

The basic idea is again to use a unary representation of the clock, as in (33.7). We saw above that
this makes Hr 4-local. However, Hp and Hpenalry remain nonlocal with this clock, since they include the
projector |0)(0| acting on the clock register, which involves all k + 1 of the clock qubits. Thus we must
modify the construction slightly.

Let’s try adding a term to Hpenalty that penalizes clock states which are not of the correct form. To do
this, it will be useful to change the unary representation from (33.7) to a form that can be checked locally,
this time with k£ 4 2 qubits:

[7):==1]0---01---1) (33.28)
G+l k—j+1
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for j € {0,1,...,k}. (Note that the first qubit is always in the state |0), and the last qubit is always in
the state |1).) Now we can verify that the clock state is of the form (33.28) by ensuring that there is no
occurrence of the string “10” in the clock register, that the first bit is not “1”, and that the last bit is not
“0”; then we can check whether the clock is in its initial state by checking whether the second clock qubit is
in the state |1). Thus, let us redefine

n

k
Hpenatry = >_ (10N @ (1000 + T o (11 AN@ + 3 1@ (j10)(10)) " 4 1 @ (j0) (0)*+? (33.20)

j=1 j=1

where the parenthesized superscripts again indicate which qubits are acted on. We redefine the beginning
Hamiltonian as
Hp 1= =1 ([0)(0)" + Hyenary (33.30)

and in the Feynman term Hpg of the computational Hamiltonian H¢, we make the replacement

i=L3.3+1) (33.31)

19)( =1 = (Joow) (o11))’
(and similarly for the adjoint). With these redefinitions, the overall Hamiltonian H(s) = (1—s)Hp + sH¢ is
5-local, assuming as before that the gates in the quantum circuit to be simulated involve at most two qubits
each.

As with the original nonlocal-clock construction, Hp and H¢e have unique ground states [0...0)®[01...1)
and \/ﬁ Z?:o Uj---Up]0...0) ® [07+11%=3+1) respectively. Again, the computational subspace spanned
by the states [¢;) from (33.3) (but now with the clock representation (33.28)) is invariant under H(s); and
within this subspace, the Hamiltonian acts according to (33.16), which has a gap of Q(1/k?). Overall, this
shows that there is a 5-local Hamiltonian H(s) implementing an arbitrary quantum circuit by adiabatic
evolution.

By suitable engineering, it’s possible to produce variants of this construction with even better locality
properties. One can even make the Hamiltonian spatially local, with nearest-neighbor interactions between
qubits on a two-dimensional square lattice [90]. (In fact, one can even use a one-dimensional array of quantum
systems, although not necessarily with qubits, but with higher-dimensional particles [5].)
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