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1 Introduction
As we move closer to the world of pervasive computing, embedded devices, sensors, and software agents find in-
creasingly more applications in today’s inter-networked world. Consequently, several classes of event-driven software
(EDS) are becoming ubiquitous, including:

1. graphical-user interfaces (GUIs) [4, 18] that are now seen in cars, phones, dishwashers, washing machines, etc.
A user interacts with complex underlying software by performing actions such as menu-clicks and selections on
the GUI. The software responds by changing its state and/or producing an output, and waits for the next input.

2. web applications [42] that are used via computers, televisions, PDAs, cell phone, and device-specific browsers.
Users perform actions from a multitude of platforms to interact with these applications that change their state,
produce outputs, and wait for the next user action.

3. network protocols [38] that form the basis for all network traffic. Protocol Data Units (PDUs) are sent from
one networked device (node) to another. The recipient node processes the PDU, responds by changing its state
and/or sending a PDU, and waits for the next PDU.

4. embedded software [36] that controls modern buildings, cars, elevators, fire-alarms, etc. Sensors send signals
to the software that changes its state, sends output signals to control devices, and continues to wait for signals.

5. software components (and objects) [40] that form the building-blocks of most of today’s large software systems.
Messages are sent from one component to another. Components react by changing their internal state, respond
with messages, and/or wait for the next message.

6. device drivers [9], database applications [11], heterogeneous active agents [6], robot software [7], simulation
software [3], and visualization software [12] that also use a similar model of execution, i.e., they receive inter-
rupts, database-operations, events, commands, simulation-signals, and user inputs, respectively, to change their
internal states, produce outputs, and wait for subsequent inputs.

As these EDS are used in critical applications (e.g., air-traffic controllers 1 and space missions), 2 their quality
becomes important. There are several useful techniques that may be employed during the software development and
deployment process to help improve software quality. An important technique is software testing, in which test cases
are created and executed on the software. Currently, there are a large number of testing techniques available, and new
areas of testing research are being identified. Current research in testing continues to produce new techniques to help
improve software quality and create new research opportunities.

One of the reasons that so many testing techniques exist is that different types of software require different types
of testing. Moreover, testing has multiple goals such as performance, correctness, and usability; satisfying each test-
ing goal may require the application of a different technique or the development of a new one. Several researchers,
including us, have shown that existing testing techniques do not apply directly to certain classes of EDS, e.g., database
applications [11], GUIs [18, 19, 34], device drivers [9], web applications [35, 37], and network protocol implementa-
tions [41]; testing them requires the development of new techniques [1].
Our Position: We posit that fundamental changes have to be made to existing testing techniques, their underlying
models, and algorithms to test EDS.

1http://catless.ncl.ac.uk/Risks/23.41.html
2http://www.space.com/scienceastronomy/solarsystem/mpl latest update.html
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1.1 Challenges of Testing EDS
EDS is gaining popularity because of the flexibility that it offers to both developers and users: (1) it allows a software
developer to implement the EDS by coding (reusable) event-handlers (program code that handles or responds to
an event) that can be developed and maintained fairly independently, (2) it gives many degrees of freedom to the
software user, e.g., in a GUI, the user is not restricted to a fixed ordering of inputs, (3) it enables complex systems
to be built using a collection of loosely coupled pieces of code, and (4) in interconnected/distributed systems, event
handlers may be distributed, migrated, and updated independently. However, this flexibility creates problems during
execution primarily because of the large number of permutations of events that need to be handled by the EDS. Since,
in principle, event handlers may be executed in any order, we have shown that unanticipated interactions between them
lead to software failures [32,33,41]. The large number of interactions also create new challenges for quality assurance
(QA), as described next.

1. The space of possible interactions with an EDS is enormous. Each event sequence can result in a different
state, and the software may, in principle, need to be tested in all of these states. This large space of interactions
results in a large number of input permutations, requiring a large number of test cases.

2. Events performed on EDS drive it into different states. Not all events are allowed in each state. Explicit or
implicit protocols specify the allowed (and sometimes disallowed) event sequences. EDS must not only be
checked for event sequences allowed/disallowed by the protocols but also for those left unspecified. Hence,
testing EDS requires the development and execution of a large number of off-nominal test cases, i.e., those that
test the software for invalid input event sequences.

3. It is difficult to determine the test coverage of a set of test cases. For conventional software, coverage is often
evaluated using the amount and type of underlying code exercised. These coverage criteria alone do not work
well for EDS, because in addition to satisfying conventional measures of coverage, it is important to cover the
different interactions between event handlers.

4. It is difficult to design robust test oracles (mechanisms to determine whether software has executed correctly for
a test case) for EDS. In conventional software testing, the verification is done after the end of test case execution.
The entire test case is executed by the software and the final output is compared with the expected output. In
contrast, test case execution of EDS requires that the verification and test case execution be interleaved because
an incorrect state may prevent further execution of the test case, as events in the test case may not be allowed
in the incorrect state. Thus, execution of the test case must be terminated as soon as an error is detected. Also,
if verification is not done after each step of test case execution, errors may be overlooked and pinpointing the
actual cause of the error becomes difficult.

5. The run-time environment in which an EDS executes may change the software’s behavior. The space of
possible run-time environment configurations is determined by the platform (hardware and software) in which
the EDS executes. Since many EDS systems (e.g., web applications) are expected to execute in a large number
of client configurations, the space of all possible configurations becomes very large, thereby requiring extensive
testing.

6. Finally, it is difficult to create a representation of EDS. It has been shown that finite state machine (FSM)
models as well as representations for conventional software fail to scale for large EDS [10, 18, 39].

An additional challenge that hinders research and development of techniques for testing EDS is that since very
few specialized techniques exist to test EDS, unlike conventional software, there is little tool and artifact support for
experimentation. For example, there are no fault-seeding models [8] for EDS, which are essential for running con-
trolled testing experiments. Hence it is difficult to compare new testing techniques with existing ones. Some of the
challenges mentioned above also apply to conventional software. For example, many conventional software applica-
tions also have large input spaces. Numerous researchers have addressed (and continue to address) issues pertinent
to conventional software testing. We focus specifically on EDS testing because of its growing need, especially for a
world of interconnected devices.

1.2 Our New Approach – An Event-flow Model to Test EDS
Many researchers have used state-machine models to test specific classes of EDS [2, 4, 15, 16, 39]). Recognizing the
problems of scalability with these state-based models [10, 18, 39], we have developed a new representation of EDS
based on event interactions. The key to the success of this representation is that it does not contain explicit state
information. At a theoretical level, we have:

1. developed new models of the EDS’s “event space,” i.e., the software’s events and their interactions. For exam-
ple, a structure called an event-flow graph represents allowable event sequences in the software. Nodes in an
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event-flow graph represent events (not states); an edge from node x to node y would mean that event y can be
executed after event x. The model contains other structures such as integration trees and pre/postconditions to
generate state information on-demand, e.g., for test oracle creation [26].

2. used abstractions such as detection of mutually exclusive events [31] to make the space manageable for testing.
3. defined an EDS test case as a sequence of events and developed search techniques to explore the event space for

test case selection/generation, test coverage evaluation, and test oracle creation.

Much like how existing control-flow and data-flow models capture the control and data interactions in a program,
the event-flow model captures event interactions in a GUI. Our event-based model has resulted in seminal work on
testing certain classes of EDS and a strong foundation for extending the work. Using the event-flow model has enabled
us to successfully develop and implement, as tools, several techniques to traverse the event space. They include a new
test case generation technique that uses AI planning [25, 27–29], test oracles that check the state of the EDS during
test case execution [20, 24, 26, 33], test coverage criteria based on events [31], a regression tester that repairs test
cases that can no longer be executed on the software [21, 22, 30], a smoke tester for GUI-based applications [23, 32],
a tool for automated protocol implementation robustness evaluation [41], and techniques for searching large client
configuration spaces of web [5] and middleware software [13, 14, 17].

We posit that our work can be extended to develop a new framework for testing EDS. The core of this framework
will be based on an event-flow model that we have developed for GUIs. The framework will combine the event-flow
model with new techniques for automated test case generation, execution, coverage evaluation, and verification. At
the workshop, we will outline the key components of such a framework.
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