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Abstract—The desire to predict the effort in developing or explain the quality of software has led to the proposal of several metrics in the literature. As a step toward validating these metrics, the Software Engineering Laboratory has analyzed the Software Science metrics, cyclomatic complexity, and various standard program measures for their relation to 1) effort (including design through acceptance testing), 2) development errors (both discrete and weighted according to the amount of time to locate and fix), and 3) one another. The data investigated are collected from a production Fortran environment and examined across several projects at once, within individual projects, and by individual programmers across projects, with three effort reporting accuracy checks demonstrating the need to validate a database. When the data come from individual programmers or certain validated projects, the metrics' correlations with actual effort seem to be strongest. For modules developed entirely by individual programmers, the validity ratios induce a statistically significant ordering of several of the metrics' correlations. When comparing the strongest correlations, neither Software Science's E metric, cyclomatic complexity nor source lines of code appears to relate convincingly better with effort than the others.

Index Terms—Complexity metrics, data validation, software effort and effort metrics, Software Engineering Laboratory, Software Science.

I. INTRODUCTION

SEVERAL metrics based on characteristics of the software product have appeared in the literature. These metrics attempt to predict the effort in developing or explain the quality of that software [11], [17], [19], [23]. Studies have applied them to data from various organizations to determine their validity and appropriateness [11], [13], [15]. However, the question of how well the various metrics really measure or predict effort or quality is still an issue in need of confirmation. Since development environments and types of software vary, individual studies within organizations are confounded by variations in the predictive powers of the metrics. Studies
across different environments will be needed before this question can be answered with any degree of confidence.

Among the most popular metrics have been the Software Science metrics of Halstead [19] and the cyclomatic complexity metric of McCabe [23]. The Software Science E metric attempts to quantify the complexity of understanding an algorithm. Cyclomatic complexity has been applied to establish quality thresholds for programs. Whether these metrics relate to the concepts of effort and quality strongly depends on how these factors are defined and measured. The definition of effort employed in this paper is the amount of time required to produce the software product (the number of man-hours programmers and managers spent from the beginning of functional design to the end of acceptance testing). One aspect of software quality is the number of errors reported during the product’s development, and this is the measure associated with quality for this study.

Regarding a metric evaluation, there are several issues that need to be addressed. How well do the various metrics predict or explain these measures of effort and quality? Does the correspondence increase with greater accuracy of effort and error reporting? How do these metrics compare in predictive power to simpler and more standard metrics, such as lines of source code or the number of executable statements? These questions deal with the external validation of the metrics. More fundamental questions exist dealing with the internal validation or consistency of the metrics. How well do the estimators defined actually relate to the Software Science metrics? How do the Software Science metrics, the cyclomatic complexity metric and the more traditional metrics relate to one another? In this paper, both sets of issues are addressed. The analysis examines whether the given family of metrics is internally consistent and attempts to determine how well these metrics really measure the quantities that they theoretically describe.

One goal of the Software Engineering Laboratory [6], [7], [8], [10], a joint venture between the University of Maryland, NASA/Goddard Space Flight Center, and the Computer Sciences Corporation, has been to provide an experimental database for examining these relationships and providing insights into the answering of such questions.

The software comprising the database is ground support software for satellites. The systems analyzed consist of 51,000 to 112,000 lines of Fortran source code and took between 6900 and 22,300 man-hours to develop over a period of 9 to 21 months. There are from 200 to 600 modules (e.g., subroutines) in each system and the staff size ranges from 8 to 23 people, including the support personnel. While anywhere from 10 to 61 percent of the source code is modified from previous projects, this analysis focuses on just the newly developed modules.

The next section discusses the data collection process and some of the potential problems involved. The third section defines the metrics and interprets the counting procedure used in their calculation. In the fourth section, the Software Science metrics are correlated with their estimators and related to more primitive program measures. Finally, the fifth section determines how well this collection of volume and complexity metrics corresponds to actual effort and developmental errors.

II. THE DATA

The Software Engineering Laboratory collects data that deal with many aspects of the development process and product. Among these data are the effort to design, code, and test the various modules of the systems as well as the errors committed during their development. The collected data are analyzed to provide insights into software development and to study the effect of various factors on the process and product. Unlike the typical controlled experiments where the projects tend to be smaller and the data collection process dominates the development process, the major concern here is the software development process, and the data collectors must affect minimal interference to the developers.

This creates potential problems with the validity of the data. For example, suppose we are interested in the effort expended on a particular module and one programmer forgets to turn in his weekly effort report. This can cause erroneous data for all modules the programmer may have worked on that week. Another problem is how does a programmer report time on the integration testing of three modules? Does he charge the time to the parent module of all three, even though that module may be just a small driver? That is clearly easier to do than to proportion the effort between all three modules he has worked on. Another issue is how to count errors. An error that is limited to one module is easy to assign. What about an error that required the analysis of ten modules to determine that it affects changes in three modules? Does the programmer associate one error with all ten modules, an error with just the three modules or one third of an error with each of the three? The larger the system the more complicated the association. All this assumes that all the errors are reported. It is common for programmers not to report clerical errors because the time to fill out the error report form might take longer than the time to fix the error. These subtleties exist in most observation processes and must be addressed in a fashion that is consistent and appropriate for the environment.

The data discussed in this paper are extracted from several sources. Effort data were obtained from a Component Status Report that is filled out weekly by each programmer on the project. They report the time they spend on each module in the system partitioned into the phases of design, code, and test, as well as any other time they spend on work related to the project, e.g., documentation, meetings, etc. A module is defined as any named object in the system: that is, a module is either a main procedure, block data, subroutine or function. The Resource Summary Form, filled out weekly by the project management, represents accounting data and records all time charged to the project for the various personnel, but does not break effort down on a module basis. Both of these effort reports are utilized in Section V of this paper to validate the

---

1 Efforts [18], [21] have attempted to make this assignment scheme more precise by the explanation: a "fault" is a specific manifestation in the source code of a programmer "error": due to a misconception or document discrepancy, a programmer commits an "error" that can result in several "faults" in the program. With this interpretation, what are referred to as errors in this study should probably be called faults. In the interest of consistency with previous work and clarity, however, the term error will be used throughout the paper.
effort reporting on the modules. The errors are collected from the Change Report Forms that are completed by a programmer each time a change is made to the system. While the collection of effort and error data is a subjective process and done manually, the remainder of the software measures are objective and their calculation is automated.

A static code analyzing program called SAP [25] automatically computes several of the metrics examined in this analysis. On a module basis, the SAP program determines the number of source and executable statements, the cyclomatic complexity, the primitive Software Science metrics and various other volume and complexity related measures. Computer Sciences Corporation developed SAP specifically for the Software Engineering Laboratory and the program has been recently updated [14] to incorporate a more consistent and thorough counting scheme of the Software Science parameters. In an earlier study, Basili and Phillips [3] employed the preliminary version of SAP in a related analysis. The next section explains the revised counting procedure and defines the various metrics.

III. Metric Definition

In the application of each of the metrics, there exist various ways to count each of the entities. This section interprets the counting procedure used by the updated version of SAP and defines each of the metrics examined in the analysis. These definitions are given relative to the Fortran language, since that is the language used in all the projects studied here. The counting scheme depends on the syntactic analysis performed by SAP and is, therefore, not necessarily chosen to coincide exactly with other definitions of the various counts.

\[ + \cdot ** = () & / . NE. . EQ. . LE. . LT. . GE. . GT. . AND. . OR. . XOR. . NOT. . EQV. . NEQV. \]

2. Keyword operators include

- `IF() THEN` /* logical if */
- `IF() THEN ELSE` /* logical if-then-else */
- `IF()` /* arithmetic if */
- `IF() THEN ENDIF` /* block if */
- `IF() THEN ELSE ENDIF` /* block if-then-else */
- `IF() THEN ELSEIF() THEN` /* case if */
- `DO` /* do loop */
- `DOWNHILE` /* while loop */
- `GOTO <target>` /* unconditional goto: distinct targets imply different operators */
- `GOTO (T1...Tn) <expr>` /* computed goto: different number of targets imply different operators */

GOTO <ident>, (T1...Tn) /* assigned goto: distinct identifiers imply different operators */

<sub>(.1.*<target>) /* alternate return */

END= /* read/write option */

ERR= /* read/write option */

ASSIGNTO /* target assignment */

EOS /* implicit statement delimiter */

3) Special operators consist of the names of subroutines, functions and entry points.

Operands consist of all the variable names and constants. Note that the major differences of this counting scheme from that used by Basili and Phillips [3] are in the way goto and if statements are counted.

The metric \( n \) represents the potential vocabulary, and Software Science defines it as the sum of the minimum number of operators \( n_1 \) and the minimum number of operands \( n_2 \). The potential operator count \( n_1 \) is equal to two; that is, \( n_1 \) equals one grouping operator plus one subroutine/function designator. In this paper, the potential operand count \( n_2 \) is equal to the sum of the number of variables referenced from common blocks, the number of formal parameters in the subroutine, and the number of additional arguments in entry points.

Source Lines: This is the total number of source lines that appear in the module, including comments and any data statements while excluding blank lines.

Source Lines Comments: This is the difference between the number of source lines and the number of comment lines.

Executable Statements: This is the number of Fortran executable statements that appear in the program.

Cyclomatic Complexity: Cyclomatic complexity is defined as being the number of partitions of the space in a module's control-flow graph. For programs with unique entry and exit nodes, this metric is equivalent to one plus the number of decisions and in this work, is equal to the one plus sum of the following constructs: logical if's, if-then-else's, block-if's, block-if-then-else's, do loops, while loops, AND's, OR's, XOR's, EQV's, NEQV's, twice the number of arithmetic if's, \( n - 1 \) decision counts for a computed goto with \( n \) statement labels, and \( n \) decision counts for a case if with \( n \) predicates.

A variation on this definition excludes the counts of AND's, OR's, XOR's, EQV's and NEQV's (later referred to as Cyclo_cmix_2).

Calls: This is the number of subroutine and function invocations in the module.

Calls and Jumps: This is the total number of calls and decisions as they are defined above.

Revisions: This is the number of versions of the module that are generated in the program library.

Changes: This is the total number of changes to the system that affected this module. Changes are classified into the following types (a single change can be of more than one type):

a) error correction
b) planned enhancement
c) implement requirements change  
d) improve clarity  
e) improve user service  
f) debug statement insertion/deletion  
g) optimization  
h) adapt to environment change  
i) other.

Weighted Changes: This is a measure of the total amount of effort spent making changes to the module. A programmer reports the amount of effort to actually implement a given change by indicating either:

a) less than one hour,  
b) one hour to a day,  
c) one day to three days, or  
d) over three days.

The respective means of three durations, 0.5, 4.5, 16, and 32 hours, are divided equally among all modules affected by the change. The sum of these effort portions over all changes involving a given module defines the weighted changes for the module.

Errors: This is the total number of errors reported by programmers, i.e., the number of system changes that listed this module as involved in an error correction. (See the footnote1 regarding the usage of the term "error").

Weighted Errors: This is a measure of the total amount of effort spent isolating and fixing errors in a module. For error corrections, a programmer also reports the amount of effort spent isolating the error by indicating either:

a) less than one hour,  
b) one hour to one day,  
c) more than one day, or  
d) never found.

The representative amounts of time for these durations, 0.5, 4.5, 16, and 32 hours, are combined with the effort to implement the correction (as calculated earlier) and divided equally among the modules changed. The sum of these effort portions over all error corrections involving a given module defines the weighted errors for the module.

IV. INTERNAL VALIDATION OF THE SOFTWARE SCIENCE METRICS

The purpose of this section is to briefly define the Software Science metrics, to see how these metrics relate to standard program measures and to determine if the metrics are internally consistent. That is, Software Science hypothesizes that certain estimators of the basic parameters, such as program length N and program level L, can be approximated by formulas written totally in terms of the number of unique operators and operands. Initially, an attempt is made to find correlations between various definitions of these quantities based on the interpretations of operators and operands given in the previous section. Then, the family of metrics that Software Science proposes is correlated with traditional measures of software.

Program Length: Program length N is defined as the sum of the total number of operators N_1 and the total number of operands N_2, i.e., N = N_1 + N_2. Software Science hypothesizes that this can be approximated by an estimator N^* that is a function of the vocabulary, defined as

N^* = n_1 log_2 n_1 + n_2 log_2 n_2.

The scatter plot appearing in Fig. 1 and Pearson correlation coefficient of 0.899 (p < 0.001; 1794 modules) show the relationship between N and N^* (polynomial regression rejects including a second degree term at p = 0.05). Several sources [12], [16], [26], [27] have observed that the length estimator tends to be high for small programs and low for large programs. The correlations and significance levels for the pairwise Wilcoxon statistic [20], broken down by executable statements and length, are displayed in Table 1. In our environment, either measure of size demonstrates that N^* significantly overestimates N in the first and second quartiles and underestimates it (most significantly) in the fourth quartile. Feuer and Fowkes [15] assert that the accuracy of the relation between the natural logarithms of estimated and observed length changes less with program size. The scatter plot appearing in Fig. 2 and correlation coefficient for ln N versus ln N^* of 0.927 (p < 0.001; 1794 modules) show moderate improvement.

Program Volume: A program volume metric V defined as N log_2 n represents the size of an implementation, which can be thought of as the number of bits necessary to express it. The potential volume V^* of an algorithm reflects the minimum representation of that algorithm in a language where the required operation is already defined or implemented. The parameter V^* is a function of the number of input and output arguments of the algorithm and is meant to be a measure of its specification. The metric V^* is defined as

V^* = (2 + n_1^2) log_2 (2 + n_2^2).

The correlation coefficient for V versus V^* of 0.670 (p < 0.001; 1794 modules) shows a reasonable relationship between a program's necessary volume and its specification.

Program Level: The program level L for an algorithm is defined as the ratio of its potential volume to the size of its implementation, expressed as

L = V^*/V.

Thus, the highest level for an algorithm is its program specification and there L has value unity. The larger the size of the required implementation V, the lower the program level of the implementation. Since L requires the calculation of V^*, which is not always readily obtainable, Software Science hypothesizes that L can be approximated by

L^* = \frac{2n_1}{n_1 N_2}.

The correlation for L versus L^* of 0.531 (p < 0.001; 1794 modules) is disappointingly below that of 0.90 given in [19].

For an increase in the correlations, the modules are partitioned by the number of executable statements in Table II. Although the upper quartiles show measured improvement

2The symbol p will be used to stand for significance level.
over the correlation of the whole sample, a more interesting relationship surfaces. The level estimator significantly underestimates the program level in the second, third and fourth quartiles, with the hypothesis being rejected in the first quartile. The increase in magnitude of the $\eta_L$ parameter does not appear to be totally captured by the definition of $L^*$. 

**Program Difficulty:** The program difficulty $D$ is defined as the difficulty of coding an algorithm. The metric $D$ and the program level $L$ have an inverse relationship; $D$ is expressed as $D = 1/L$.

An alternate interpretation of difficulty defines it as the inverse of $L^*$, given by

$$D_2 = \frac{1}{L^*} = \frac{\eta_1 N_2}{2\eta_2}.$$  

Christensen, Fitzos, and Smith [12] demonstrate that the unique operator count $\eta_1$ tends to remain relatively constant with respect to length for 490 PL/S programs. They propose that the average operand usage $N_2/\eta_2$ is the main contributor to the program difficulty $D_2$. The scatter plot appearing in Fig. 3 and Pearson correlation coefficient of 0.729 ($p < 0.001$; 1794 modules) display the relationship between $N_2/\eta_2$ and $D_2$ for our Fortran modules. The application of polynomial regression brings in a second degree term ($p < 0.001$) and results in a correlation of 0.738. However, after observing in Fig. 4 that $\eta_1$ varies with program size, it seems as if the $\eta_1$'s inflation might possibly better explain $D_2$. The scatter plot appearing in Fig. 5 and the corre-
the square of the volume. An approximation to \( E \) can be obtained without the knowledge of the potential volume by substituting \( L^* \) for \( L \) in the above equation. The metric

\[
E^* = \frac{V}{L^*} = \frac{V}{\sqrt{L^*}}
\]

defines the product of one half the number of unique operators, the average operand usage and the volume. In an attempt to remove the effect of possible program impurities \([9], [19]\), \( N^* \) is substituted for \( N \) in the above equation, yielding

\[
E^{**} = \frac{N^* \log_2 \eta}{L^*} = \frac{\eta_1 N_2 \log_2 \eta_1 \eta_2 \log_2 \eta_2}{L^*}
\]

The correlation coefficients for \( E \) versus \( E^* \), \( E \) versus \( E^{***} \), in \( E \) versus \( \ln E^* \), and \( \ln E \) versus \( \ln E^* \) are given in Table III-a. A fit of a least squares regression line to the log-log plot of \( E \) versus \( E^* \) produces the equation

\[
\ln E = 0.830 \ln E^* + 1.357.
\]

Equivalently,

\[
E = e^{1.357} E^{0.830}.
\]

Due to this nonlinear relationship and the improved correlation of \( \ln E \) versus \( \ln E^* \), the modules are partitioned by executable statements in Table III-b. The application of polynomial regression confirms this nonlinearity by bringing in a second degree term \((p < 0.001)\), resulting in a correlation of 0.698. In Table III-b, notice that the correlations seem substantially better for modules below median size. The significant overestimation in the upper three quartiles attributes to the relationship of \( L \) and \( L^* \) described earlier.

Program Bugs: Software Science defines the bugs metric \( B \) as the total number of "delivered" bugs in a given implementation. Not to be confused with user acceptance testing, the metric \( B \) is the number of inherent errors in a system component at the completion of a distinct phase in its development. Bugs \( B \) is expressed by

\[
B = L E E_0 \frac{V}{E_0}
\]

where \( E_0 \) is theoretically equivalent to the mean number of elementary discriminations between potential errors in programming. Through a calculation that employs the definitions of \( E \), \( L \), and \( \lambda \), \( \lambda = LV^* \) is referred to as the language level,
### TABLE IV

**Comparison of Software Science Metrics Against More Traditional Software Measures (1794 modules)**

<table>
<thead>
<tr>
<th>Source Lines</th>
<th>Source-Code Complexity</th>
<th>Bug-Reports</th>
<th>Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statements</td>
<td>Cyclomatic Complexity</td>
<td>Revisions</td>
<td>Calls</td>
</tr>
<tr>
<td>1</td>
<td>0.776</td>
<td>0.784</td>
<td>0.766</td>
</tr>
<tr>
<td>5</td>
<td>0.512</td>
<td>0.519</td>
<td>0.514</td>
</tr>
<tr>
<td>10</td>
<td>0.281</td>
<td>0.286</td>
<td>0.281</td>
</tr>
<tr>
<td>15</td>
<td>0.219</td>
<td>0.219</td>
<td>0.219</td>
</tr>
<tr>
<td>20</td>
<td>0.192</td>
<td>0.192</td>
<td>0.192</td>
</tr>
<tr>
<td>30</td>
<td>0.172</td>
<td>0.172</td>
<td>0.172</td>
</tr>
<tr>
<td>40</td>
<td>0.159</td>
<td>0.159</td>
<td>0.159</td>
</tr>
<tr>
<td>50</td>
<td>0.150</td>
<td>0.150</td>
<td>0.150</td>
</tr>
</tbody>
</table>

### V. EXTERNAL VALIDATION OF THE SOFTWARE SCIENCE AND RELATED METRICS

The purpose of this section is to determine how well the Software Science metrics and various complexity measures relate to actual effort and errors encountered during the development of software in a commercial environment. These objective product metrics are compared against more primitive volume metrics, such as lines of source code. The reservoir of development data includes the monitoring of several projects and the analysis examines several projects at once, individual projects and individual programmers across projects. To remove the dependency of the distribution of the correlation coefficient on the actual measures of effort and errors, the nonparametric Spearman rank order correlation coefficients are examined in this section [22]. (The ability of a few data points to artificially inflate or deflate the Pearson product-moment correlation coefficient is well recognized.) The analysis first examines how well these measures correspond to the total effort spent in the development of software.

### A. METRICS’ RELATION TO ACTUAL EFFORT

Initially, a correlation across seven projects of the Software Science E metric versus actual effort, on a module by module basis using only those that are newly developed, produces the results in Table V. The table also displays the correlations of some of the more standard volume metrics with actual effort. These disappointingly low correlations create a fear that there may be some modules with poor effort reporting skewing the analysis. Since there is partial redundancy built into the effort data collection process, there exists hope of validating the effort data.

#### Validation of Effort Data

The partial redundancy in the development monitoring process is that both managers and programmers submit effort data. Individual programmers record time spent on each module, partitioned by design, code, test, and support phases, on a weekly basis with a Component Status Report (CSR). Managers record the amount of similar correlations and correspond quite well with most of the program measures. Several of the metrics correlate well with the number of executable statements, especially the program “size” metrics of N₁, N₂, N₃, and V (also B). The level estimator L’ and its inverse D₁ seem to be much more related to the standard size and complexity measures than their counterparts L and D₁. The language level λ does not seem to show a significant relationship to the standard size and complexity measures, as expected. The E−₁ metric relates best with the number of executable statements and the modified cyclomatic complexity, while correlating with all the measures better than the E metric and slightly better than E−₁. None of the Software Science measures correlate especially well with the number of revisions or the sum of procedure and functions. The primary measures of unique operators n₁ and unique operands n₂ correspond reasonably well overall with n₁ being stronger with source lines and n₁ stronger with the cyclomatic complexities. In the next section, an analysis attempt to determine the relationship that these parameters really have with the quantities that they theoretically describe.
time every programmer spends working each week on the project they are supervising with a Resource Summary Form (RSF). Since the latter form possesses the enforcement associated with the distribution of financial resources, it is considered more accurate [24]. However, the Resource Summary Form does not break effort down by module, and thus a combination of the two forms has to be used.

Three different possible effort reporting validity checks are proposed. All employ the idea of selecting programmers that tend to be good effort reporters, and then using just the modules that only they worked on in the metric analysis. The three proposed effort reporting validity checks are:

number of weekly CSR's submitted by programmer

\[ V_m = \frac{\text{number of weeks programmer appears on RSF's}}{\text{sum of all man-hours reported by programmer on all CSR's}} \]

sum of all man-hours reported for programmer on all RSF's

number of weeks programmer's CSR effort > RSF effort

\[ V_i = \frac{\text{sum of all man-hours reported for programmer on all RSF's}}{\text{total number of weeks programmer active in project}} \]

The first validity proposal attempts to capture the frequency of the programmer's effort reporting. It checks for missing data by ranking the programmers according to the ratio \( V_m \) of the number of Component Status Reports submitted over the number of weeks that the programmer appears on Resource Summary Forms. The second validity proposal attempts to capture the total percentage of effort reported by the programmer. This proposal ranks the programmers according to the ratio \( V_i \), formed by the sum of all the man-hours reported on Component Status Reports over the sum of all hours delegated to him on Resource Summary Forms.

Note that for a given week, the amount of time reported on a Component Status Report should be always less than or equal to the amount of time reported on the corresponding Resource Summary Form. This is not because the programmer fails to "cover" himself, but a consequence of the management's encouragement for programmers to realistically allocate their time rather than to guess in an ad hoc manner. This observation defines a third validity proposal to attempt to capture the frequency of a programmer's reporting of inflated effort. This data check ranks the programmer's according to the quantity \( V_i \) equal to one minus the ratio of the number of weeks that CSR effort reported exceeded RSF effort over the total number of weeks that the programmer is active in the project.

**Metrics' Relation to Validated Effort Data:** Of the given proposals, the systems development head of the institution where the software is being developed suggests that the first proposal, the missing data check, would be a good initial attempt to select modules with accurate effort reporting [24]. The missing data ratios \( V_m \) are defined for programmers on a project by project basis. Table VI displays the effort correlations of the newly developed modules worked on by only programmers with \( V_m \geq 90 \) percent from all projects, those with \( V_m > 80 \) percent and for all newly developed modules. Most of the correlations of the modules included in the \( V_m > 90 \) percent level seem to show improvement over those at the \( V_m > 80 \) percent level. Although this is the desired effect and several of the \( V_m \geq 90 \) percent correlations increase over the original values, a majority of the correlations with modules at the \( V_m > 80 \) percent level are actually lower than their original coefficients. Since the effect of the ratio's
TABLE VII
SPEARMAN RANK ORDER CORRELATIONS $R_{x}$ WITH EFFORT FOR VARIOUS VALIDITY RANKING OF MODULES FROM INDIVIDUAL PROJECTS $S_{1}, S_{2},$ AND $S_{3}$

<table>
<thead>
<tr>
<th>Project</th>
<th>$S_{1}$</th>
<th>$S_{2}$</th>
<th>$S_{3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{k}$</td>
<td>0.824</td>
<td>0.846</td>
<td>0.782</td>
</tr>
<tr>
<td>$S_{1}$</td>
<td>0.824</td>
<td>0.846</td>
<td>0.782</td>
</tr>
</tbody>
</table>

TABLE VIII
SPEARMAN RANK ORDER CORRELATIONS $R_{x}$ WITH EFFORT FOR MODULES TOTALLY DEVELOPED BY FIVE INDIVIDUAL PROGRAMMERS

<table>
<thead>
<tr>
<th>Programmer (Moods)</th>
<th>$F_{1(1)}$</th>
<th>$F_{2(1)}$</th>
<th>$F_{3(1)}$</th>
<th>$F_{4(1)}$</th>
<th>$F_{5(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{1}$</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
</tr>
<tr>
<td>$F_{2}$</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
</tr>
<tr>
<td>$F_{3}$</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
</tr>
<tr>
<td>$F_{4}$</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
</tr>
<tr>
<td>$F_{5}$</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
<td>0.824</td>
<td>0.782</td>
</tr>
</tbody>
</table>

* All modules in project $S_{k}$ were developed by programmers with $P_{k} > 0.40.

** There exist fewer than a significant number of modules developed by programmers with $P_{k} > 0.40.$

screening of the data is inconsistent and the overall magnitudes of the correlations are low, the analysis now examines modules from different projects separately.

The Spearman correlations of the various metrics with effort for three of the individual projects appear in Table VII. Although the correlation coefficients vary considerably between and among the projects, the overall improvement in projects $S_{1}$ and $S_{2}$ is apparent. Almost every metric's correlation with development effort increases with the more reliable data in projects $S_{1}$ and $S_{2}$. When comparing the strongest correlations from the seven individual projects, neither Software Science's E metrics, cyclomatic complexity nor source lines of code relates convincingly better with effort than the others. Note that the estimators of the Software Science E metric, $E_{x}$ and $E_{x}^{*}$, appear to show a stronger relationship to actual effort than $E$.

The validity screening process substantially improves the correlations for some projects, but not all. This observation points toward the existence of project dependent factors and interactions. In an attempt to minimize these intraproject effects, the analysis focuses on individual programmers across projects. Note that Basil and Hutchens [2] also suggest that programmer differences have a large effect on the results when many individuals contribute to a project.

The use of modules developed solely by individual programmers significantly reduces the number of available data points because of the team nature of commercial work. Fortunately, however, there are five programmers who totally developed at least fifteen modules each. The correlations for all modules developed by them and their values of the three proposed validity ratios are given in Table VIII. The order of increasing correlation coefficients for a particular metric can be related to the order of increasing values for a given validity ratio using the Spearman rank order correlation. The significance levels of these rank order correlations for several of the metrics appear in Table IX. The statistically significant correspondence between the programmers' validity ratios $V_{x}$ and the correlation coefficients justifies the use of the ratio $V_{x}$ in the earlier analysis; possible improvement is suggested if $V_{x}$ were combined with either of the other two ratios.

In summary, the strongest sets of correlations occur between the metrics and actual effort for certain validated projects and for modules totally developed by individual programmers. While relationships across all projects using both all modules and only validated modules produce only fair coefficients, the validation process shows patterns of improvement. Applying the validity ratio screening to individual projects seems to filter out some of the project specific interactions while not affecting others, with the correlations improving accordingly. Two averages of the validity ratios ($V_{x}$ with $V_{x}$ and $V_{x}$ with $V_{x}$) impose a ranking on the individual programmers that
### TABLE IX

Significance Levels for the Spearman Rank Order Correlations Between the Programmer's Validity Ratios and the Correlation Coefficients for Several of the Metrics

<table>
<thead>
<tr>
<th>Ratio</th>
<th>( V_a )</th>
<th>( V_b )</th>
<th>( V_c )</th>
<th>( \text{Ave}(V_a,V_b) )</th>
<th>( \text{Ave}(V_a,V_c) )</th>
<th>( \text{Ave}(V_b,V_c) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g^{**} )</td>
<td>(.09)</td>
<td>(.09)</td>
<td>(.05)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
<tr>
<td>Cycle_test</td>
<td>(.05)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
<tr>
<td>Calls &amp; Tests</td>
<td>(.05)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
<tr>
<td>Source-Tests</td>
<td>(.09)</td>
<td>(.09)</td>
<td>(.09)</td>
<td>(.09)</td>
<td>(.09)</td>
<td>(.09)</td>
</tr>
<tr>
<td>( n_p )</td>
<td>(.05)</td>
<td>(.05)</td>
<td>(.05)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
<tr>
<td>Revisions</td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.02)</td>
<td>(.02)</td>
<td>(.02)</td>
</tr>
</tbody>
</table>

* Negative correlation.

### TABLE X

Spearman Rank Order Correlations \( r_s \) with Errors and Weighted-Errors for All Modules (652) from Six Projects

<table>
<thead>
<tr>
<th>Key</th>
<th>( p &lt; .05 )</th>
<th>( p &lt; .05 )</th>
<th>( p &lt; .05 )</th>
<th>( p &lt; .05 )</th>
<th>( p &lt; .05 )</th>
<th>( p &lt; .05 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_s )</td>
<td>(.451)</td>
<td>(.452)</td>
<td>(.453)</td>
<td>(.454)</td>
<td>(.455)</td>
<td>(.456)</td>
</tr>
<tr>
<td>( r_s^{**} )</td>
<td>(.492)</td>
<td>(.493)</td>
<td>(.494)</td>
<td>(.495)</td>
<td>(.496)</td>
<td>(.497)</td>
</tr>
<tr>
<td>Cycle_test</td>
<td>(.522)</td>
<td>(.523)</td>
<td>(.524)</td>
<td>(.525)</td>
<td>(.526)</td>
<td>(.527)</td>
</tr>
<tr>
<td>Calls</td>
<td>(.586)</td>
<td>(.587)</td>
<td>(.588)</td>
<td>(.589)</td>
<td>(.590)</td>
<td>(.591)</td>
</tr>
<tr>
<td>Calls &amp; Tests</td>
<td>(.615)</td>
<td>(.616)</td>
<td>(.617)</td>
<td>(.618)</td>
<td>(.619)</td>
<td>(.620)</td>
</tr>
</tbody>
</table>

### TABLE XI

Spearman Rank Order Correlations \( r_s \) with Errors and Weighted-Errors for Modules from Three Individual Projects

<table>
<thead>
<tr>
<th>Key</th>
<th>( p &lt;.05 )</th>
<th>( p &lt;.05 )</th>
<th>( p &lt;.05 )</th>
<th>( p &lt;.05 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_s )</td>
<td>(.451)</td>
<td>(.452)</td>
<td>(.453)</td>
<td>(.454)</td>
</tr>
</tbody>
</table>

* Project \( S \) has no data to distinguish changes from errors.

Statistically agrees with an ordering of the improvement of several of the correlations. In all sectors of the analysis, the inclusion of \( L^2 \) in the Software Science E metric in its estimators \( E^2 \) and \( E^{**} \) seems to improve the metric's correlations with actual effort. The analysis now attempts to see how well these metrics relate to the number of errors encountered during the development of software.

**B. Metrics' Relation to Errors**

This section attempts to determine the correspondence of the Software Science and related metrics both to the number of development errors and to the weighted sum of effort required to isolate and fix the errors. A correlation across all projects of the Software Science bugs metric \( B \) and some of the standard value and complexity metrics with errors and weighted errors, using only newly developed modules, produces the results in Table X. Most of the correlations are very weak, with the exception of system changes. These disappointingly low correlations attribute to the discrete nature of error reporting and that 340 of the 652 modules (52 percent) have zero reported errors. Even though these correlations show little or no correspondence, the following observations indicate potential improvement.

Weiss [4], [5] conducted an extensive error analysis that involved three of the projects and employed enforcement of error reporting through programmer interviews and hand-checks. For two of the more recent projects, independent validation and verification was performed. In addition, the on-site systems development head asserts that due to the maturity of the collection environment, the accuracy of the error reporting is more reliable for the more recent projects [24]. These developmental differences provide the motivation for an examination of the relationships on an individual project basis.

Table XI displays the attributes of the projects and the correlations of all the metrics versus errors and weighted errors.
### TABLE XII
Spearman Rank Order Correlations $R_s$ with Errors and Weighted-Errors for Modules Totally Developed by Two Individual Programmers

<table>
<thead>
<tr>
<th>Correlation</th>
<th>$P_e$ (17)</th>
<th>$P_r$ (21)</th>
<th>$E_e$</th>
<th>$E_r$</th>
<th>$W_e$</th>
<th>$W_r$</th>
<th>$S$</th>
<th>$E_r$</th>
<th>$W_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman $R_s$</td>
<td>0.499</td>
<td>0.472</td>
<td>0.692</td>
<td>0.579</td>
<td>0.767</td>
<td>0.592</td>
<td>0.584</td>
<td>0.579</td>
<td>0.616</td>
</tr>
</tbody>
</table>

### VI. CONCLUSIONS

In the Software Engineering Laboratory, the Software Science metrics, cyclomatic complexity and various traditional program measures have been analyzed for their relation to effort, development errors and one another. The major results of this investigation are the following: 1) none of the metrics examined seem to manifest a satisfactory explanation of effort spent developing software or the errors incurred during that process; 2) neither Software Science's E metric, cyclomatic complexity nor source lines of code relates convincingly better with effort than the others; 3) the strongest effort correlations are derived when modules obtained from individual programmers or certain validated projects are considered; 4) the majority of the effort correlations increase with the more reliable data; 5) the number of revisions appears to correlate with development errors better than either Software Science's B metric, E metric, cyclomatic complexity or source lines of code; and 6) although some of the Software Science metrics have size dependent properties with their estimators, the metric family seems to possess reasonable internal consistency. These and the other results of this study contribute to the validation of software metrics proposed in the literature. The validation process must continue before metrics can be effectively used in the characterization and evaluation of software and in the prediction of its attributes.

### ACKNOWLEDGMENT

The authors are grateful to F. McGarry and B. Curtis for their valuable comments on this analysis. We would also like to thank B. Decker, W. Taylor, and E. Edwards for their assistance with the SAP program and the S.E.L. database.

### REFERENCES


Richard W. Selby, Jr. (S'53) was born in Chicago, IL, in 1959. He received the B.A. degree in mathematics and computer science from Saint Olaf College, Northfield, MN, in 1981 and the M.S. degree in computer science from the University of Maryland, College Park, in 1983. From 1981 to the present, he has been a Ph.D. candidate and Research Assistant at the University of Maryland under the direction of Dr. V. R. Basili. His research interests include the modeling, specification, and testing of software.

Mr. Selby is a member of the Association for Computing Machinery and the IEEE Computer Society.

Tsit-Yun Phillips received the B.S. degree (magna cum laude) and the M.S. degree in computer science from the University of Maryland, College Park, in 1979 and 1981, respectively.

At present she is working on her Ph.D. in computer science at the University of Maryland. She has been working in the Computer Vision Laboratory of the University as a Research Assistant since 1981. Her interests are three-dimensional segmentation, reconstruction, and hierarchical shape representation.

Vicror R. Basili (M'81) is Professor and Chairman of the Department of Computer Science at the University of Maryland, College Park. He was involved in the design and development of several software projects, including the SIMPL family of programming languages. He is currently measuring and evaluating software development in industrial settings and has consulted with many agencies and organizations, including IBM, GE, CSC, Naval Research Laboratory, Naval Surface Weapons Center, and NASA. He has authored over 50 published papers on the methodology, the quantitative analysis, and the evaluation of the software development process and product. In 1982, he received the Outstanding Paper Award from the IEEE TRANSACTIONS ON SOFTWARE ENGINEERING. He was Program Chairman for the 6th International Conference on Software Engineering, and the first ACM SIGSOFT Software Engineering Symposium on Tools and Methodology Evaluation. He serves on the Editorial Boards of the JOURNAL OF SYSTEMS AND SOFTWARE and the IEEE TRANSACTIONS ON SOFTWARE ENGINEERING.

Dr. Basili is a member of the Association for Computing Machinery, the Executive Committee of the Technical Committee on Software Engineering, and the IEEE Computer Society.

[p. 663]