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ABSTRACT

by he software engmeermg ﬁeld requzres major advances in order to anam the ) '
‘high standards of quality and productivity that are needed by the complex
systems of the future. The immaturity of the field is reﬂected by the fact that
most of its technologies have not yet been analyzed 10 determine their effects

" on quality and productivity. Moreover, when these analyses have occuirred the
resulting guidance is not quantitative but only ethereal. One fundamental area
of software engineering that is just beginning to blossom is the use of
measurement techniques and empirical methods. These techniques need to be
adopted by software researchers and practitioners in order to help the field
respond to the demands being placed upon it. This paper outlines four
paradigms for experimentation and empirical study in software engineering
and describes their interrelationships: (1) Improvement paradigm (2 ) Goal-
question-metric paradigm, (3) Experimentation framework paradigm, and
(4) Classification paradigm. These paradigms are intended to catalyze the
use of measurement techniques and empirical ‘methods in software
engineering. :

1 INTRODUCTION

We have been struggling with the problems of software development for’
many years.!*? Orgamzanons have been clamoring for mechanisms to
- 171
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improve the quality and productivity of software. We have evolved from
focusing on the project, e.g. schedule and resource allocation concerns, to
focusing on the product, e.g. reliability and maintenance concerns, to
focusing on the process, e.g. improved methods and process models.? ~¢ We
have begun to understand that software development is not an easy task.
There is no simple set of rules and methods that work under all circumstances.
We need to better understand the application, the environment in which we
are developing products, the processes we are using and the product
characteristics required.

For example, the application, environment, process and product
associated with the development of a toaster and a spacecraft are quite
different with respect to hardware engineering. No one would assume that
the same educational background and training, the same management and
technical environment, the same product characteristics and constraints, and
the same processes, methods and technologies would be appropriate for
both. They are also quite different with respect to software engineering.

We have not fully accepted the need to understand the differences and
learn from our experiences. We have been slow in building models of
products and processes and people for software engineering even though we
have such models for other engineering disciplines. Measurement and
evaluation have only recently become mechanisms for defining, learning and
improving the software process and product.”-8
~ We have not even delineated the differences between such terms as
technique, method, process and engineering. For the purpose of this paper
we define a technique as a basic technology for constructing or assessing
software, e.g. reading or testing. We define a method as an organized
management approach based upon applying some technique, e.g. design
inspections or test plans. We define a process model as an integrated set of
methods that covers the life cycle, e.g. an iterative enhancement model using
structured designs, design inspections, etc. We define software engineering as
the application and tailoring of techniques, methods and processes to the
problem, project and organizational characteristics,

There is a basically experimental nature to software development We can
draw analogies from disciplines such as experimental physics and the socia]
sciences. As such we need to treat software developments as experiments
from which we can learn and improve the way in which we build software.

2 THE IMPROVEMENT PARADIGM

Based upon our experiences in trying to evaluate and improve the quality in
several organizations,®~!3 we have concluded that a measurement and
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analysis program that extends through the entire life cycle is a necessity. This
program requires a long-term, quality-oriented, organizational meta-life-
cycle model, which we call the Improvement Paradigm.'*!* The paradigm
has evolved over time, based upon experiences in applying it to improve
various software related issues, e.g. quality and methodology. In its current
form it has five essential aspects:

1. Characterizing the environment. This involves understanding the
project and its context qualitatively and quantitatively so that the correct
decisions can be made.

It requires data that characterizes the resource usage, change and defect
histories, product dimensions and environmental aspects for prior projects,
and predictions for the current project. It involves information about what
processes, methods and techniques have been successful in the past on
projects with these characteristics. It provides a quantitative analysis of the
environment and a model of the project in the context of that environment.

2. Planning. This involves articulating the specific qualities we expect
from the process and product and their interrelationships. There are two
integrated activities to planning that are iteratively applied:

(a) Defining goals for the software process and product operationally
relative to the customer, project and organization. This consists of a
top-down analysis of goals that iteratively decomposes high-level
goals into detailed subgoals. The iteration terminates when it has
produced subgoals that we can measure directly. This approach
differs from the usual in that it defines goals relative to a specific
project and organization from several perspectives. The customer,
the developer and the development manager all contribute to goal
definition. It is, however, the explicit linkage between goals and
measurement that distinguishes this approach. This not only defines
what good is but provides a focus for what metrics are needed.

(b) Choosing and tailoring the process model, methods and tools to
satisfy the project goals relative to the characterized environment.
Understanding the environment quantitatively allows us to choose
the appropriate process model and fine tune the methods and tools
needed to be most effective. For example, knowing prior defect
histories allows us to choose and fine tune the appropriate
constructive methods for preventing those defects during develop-
ment (e.g. training in the application to prevent errors in the problem
statement) and assessment methods that have been historically most
effective in detecting those defects (e.g. reading by stepwise
abstraction for interface faults). '
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3. Execution. This involves the construction of the products according to
the process model chosen in step 2 and the collection and validation of the
prescribed data. It is essentially the running of the experiment. v

4. Analysis. This involves an analysis of the project relative to its goals to
check for successes and failures.

We must conduct data analysis during and after the project. The
information should be disseminated to the responsible organizations. The
operational definitions of process and product goals provide traceability
back and forth to metrics. This permits the measurement to be intepreted in
context ensuring a focused, simpler analysis. The goal-driven operational
measures provide a framework for the kind of analysis needed. During
project development, analysis can provide feedback to the current project in
real-time for corrective action. '

5. Learning and feedback. This involves the synthesis of information
gained from executing the project into models and other forms of structured
knowledge so that we can better understand the nature of software
development and can package that understanding for future projects.

The results of the analysis and interpretation phase can be fed back to the
organization to change the way it does business based upon explicitly
* determined successes and failures. For example, understanding that we are

allowing faults of omission to pass through the inspection process and be
caught in system test.provides explicit information on how we should
-modify the inspection process. Quantitative histories can improve that
process. In this way, hard-won experience is propagated throughout the
organization. We can learn how to improve quality and productivity, and
how to improve definition and assessment of goals. This step involves the
organization of the encoded knowledge into an information repository or
experience base to help improve planning, development, and assessment.
The Improvement Paradigm is based upon the assumption that software
product needs directly affect the processes used to develop and maintain
products. We must first specify project and organizational goals and their
achievement level. This specification helps determine our processes. In other
words, we cannot define the processes and then determine how we are going
to achieve and evaluate certain project characteristics. We must define the
project goals explicitly and quantitatively and use them to drive the process.
As it stands, the Improvement Paradigm is a generic process whose steps
need to be instantiated by various support mechanisms. It requires a
mechanism for defining operational goals and transforming them into
metrics (step 2a). It requires a mechanism for evaluating the measurement in
the context of the goals (step 4). It requires a mechanism for feedback and
learning (step 5). It requires a mechanism for storing experience so that it can
be reused on other projects (steps 1,2b). It requires automated support for all
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of these mechanisms. In the following sections, we discuss mechanisms that
can be used to support these activities.

3 THE GOAL/QUESTION/METRIC PARADIGM

The Goal/Question/Metric (GQM) Paradigm is a mechanism for defining
‘and evaluating a set of operational goals, using measurement on a specific
project (see Fig. 1). It represents a systematic approach for setting the project
goals tailored to the specific needs of an organization, defining them in an
operational, tractable way by refining them into a set of quantifiable
questions that in turn implies a specific set of metrics and data for collection.
It involves the planning of the experimental framework. It includes the
development of data collection mechanisms, e.g. forms, automated tools, the
collection and validation of data, and the analysis and interpretation of the
collected data and computed metrics in the appropriate context of the
questions and the original goals. In controlled experiments, the questions
can be viewed as hypotheses. As such they can be formulated to the degree of
formalization necessary for the experimental environment.
. The process of setting goals and refining them into quantifiable questions
is complex and requires experience. In order to support this process, a set of
templates for setting goals, and a set of guidelines for deriving questions and
metrics has been developed.'® These templates and guidelines reflect our

G1 G2

\ . Q2 Q3 Q4

Ml M2 M3 _ M4 M5 Meé _
Fig. 1. The goal/question/metric paradigm. Goals = Gi, Questions = Qi, Metrics = Mi.




176 Victor R. Basili, Richard W. Selby

experience from having applied the GQM Paradigm in a variety of
environments.

Goals are defined in terms of purpose, perspective and environment.
Different sets of guidelines exist for defining product-related and process-
related questions. Product-related questions are formulated for the purpose
of defining the product (e.g. physical attributes, cost, changes and defects,
user context), defining the quality perspective of interest (e.g. functionality,
reliability, user friendliness), and providing feedback from the particular
quality perspective. Process-related questions are formulated for the
purpose of defining the process (e.g. process conformance, .domain
conformance), defining the quality perspective of interest (e.g.. reduction of
defects, cost effectiveness of use), and providing feedback from the particular
quality perspective.

The GQM Paradigm provides a mechanism for supporting step 2a of the
Improvement Paradigm, which requires a mechanism for defining
operational goals and transorming them into metrics that can be used for
characterization, evaluation, prediction and motivation. It supports step 3
by helping to define the experimental context and providing mechanisms for
the data collection, validation and analysis activities. It also supports steps 4
and 5 by providing quantitative feedback on the achievement of goals.

The GQM Paradigm was originally used to define and evaluate goalsfora
particular set of projects in a particular environment, analyzing defects fora
set of projects in the NASA/GSFC environment.!® The application involved
a set of case study experiments. .

In the context of the Improvement Paradigm, the use of the GQM
Paradigm is expanded. Now, we can use it for long range corporate goal
setting and evaluation. We can improve our evaluation of a project by
analyzing it in the context of several other projects. We can expand our level
of feedback and learning by defining the appropriate synthesis procedure for
lower-level into higher-level pieces of experience. As part of the
Improvement Paradigm we can lean more about the definition and
application of the GQM Paradigm in a formal way, just as we would learn
about any other experiences.

The GQM Paradigm was expanded to include various types of experi-
mental approaches including controlled experiments.!4!7 =29 This permits
us to mix various types of formal experiments with actual project develop-
ments, so we can increase our understanding in more formal ways.

4 THE EXPERIMENTATION FRAMEWORK PARADIGM

An Experimentation Framework Paradigm for software engineering
research is summarized in Fig. 2.'® This framework represents a refinement
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I. Definition

Motivation Object Purpose Perspective Domain Scope
Understan. Product Characterize | Developer Programmer ingle project
Asgess . Process Evaluate Modifier Program/project | Multi-project
Manage Model Predict Maintainer Replicated project
Engineer Metric Motivate Project manager Blocked subject-
Learn - Theory Corporate manager project
Improve Customer ’

Validate User
Assure Researcher
11, Planning
Design Criteria Measurement
Experimental designs Direct reflections of cost/quality Metric definition

Incomplete block . Cost Goal-question-metric

Completely randomized | Errors Factor-criteria-metric

Randomized block Changes Metric validation

Fractional factorial Reliability Data collection
Multivariate analysis Correctness . Automatability

Correlation Indirect reflections of cost/quality Form design and test

Factor analysis Data coupling Objective vs. subjective

Regression Information visibility Level of measurement

Statistical models Programmer comprehension Nominal/classificatory

Non-parametric Execution coverag Ordinal/ranking
Sampling Size - . Interval -
Complexity Ratio
IIL. Operation B
Preparation Execution Analysis
Pilot study B Data collection Quantitative vs. qualitative
Data validation Preliminary data analysis

Plots and histograms
Model assumptions
Primary data analysis
Model application

IV, Interpretation
Extrapolation
Sample representativeness

Interpretation context
Statistical framework
Study purpose
Field of research

Impact

Visibility
Replication
Application

- Fig. 2. Summary of the experimentation framework paradigm.

of the GQM Paradigm for experimentation. As defined in Ref. 18, it consists
of four categories corresponding to phases of the experimentation process:
(I) definition, (II) planning, (III) operation, and (IV) interpretation. The
experiment definition phase is a formalization of the goal setting com-
ponents of the GQM Paradigm, which corresponds to step 2a in the
Improvement Paradigm. The experiment planning phase corresponds to the
components of the GQM Paradigm for choosing the experimental design,
the metrics, and the data collection forms (which also is part of step 2a in the
Improvement Paradigm). The experiment operation phase corresponds to .
the analysis component of the GQM Paradigm and to the execution and
analysis steps of the Improvement Paradigm (steps 3 and 4). The experiment
interpretation phase corresponds to the interpretation component of the
GQM Paradigm and to the learning and feedback step of the Improvement
Paradigm (step 5). The following sections discuss the four phases of the
Experimentation Paradigm in greater detail.
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4.1 Experiment definition

The first phase of the experimental process is the study definition phase. The
study definition phase contains six parts: (A) motivation, (B) object, (C)
purpose, (D) perspective, (E) domain and (F) scope. Most study definitions
contain each of the six parts; an example definition appears in Fig. 3.
There can be several motivations, objects, purposes, or perspectives in an
experimental study. For example, the motivation of a study may be to
understand, assess, or improve the effect of a certain technology. The ‘object
of study’ is the primary entity examined in a study. A study may examine the

Definition element Example

Motivation To improve the unit testing process,

Purpose characterize and evaluate

Object the processes of functional and structural testing
"{ Perspective from the perspective of the developer

Domain: programmer | as they are applied by experienced programmers

Domain: program to unit-size software

Scope in a blocked subject-project study.

Fig. 3. Study definition example.

final software product, a development process (e.g. inspection process,
change process), a model (e.g. software reliability model), etc. The purpose of
a study may be to characterize the change in a system over time, to evaluate
the effectiveness of testing processes, to predict system development cost by
using a cost model, to motivate the validity of a theory by analyzing
empirical evidence, etc. (For clarification, the usage of the word ‘motivate’ as
a study purpose is distinct from the study ‘motivation’) In experimental
studies that examine ‘software quality’, the interpretation usually includes
correctness if it is from the perspective of a developer or reliability if it is from
the perspective of a customer. Studies that examine metrics for a given
project type from the perspective of the project manager may interest certain
project managers, while corporate managers may only be interested if the
metrics apply across several project types.

Two important domains that are considered in experimental studies of
software are (i) the individual programmers or programming teams (the -
‘teams’) and (ii) the programs or projects (the ‘projects’). ‘Teams’ are (possibly
single-person) groups that work separately, and ‘projects’ are separate
programs or problems on which teams work. Teams may be characterized
by experience, size, organization, etc., and projects may be characterized by
size, complexity, application, etc. A general classification of the scopes of
experimental studies can be obtained by examining the sizes of these two
domains considered (see Fig. 4). Blocked subject-project studies examine



Paradigms. for experimentation and empirical studies 179

#Teams per #Projects
project
one more than one
one Single project | Muiti-project
variation
¢ more than Replicated Blocked
one - project subject-project

Fig. 4. Experimentation scopes.

one or more objects across a set of teams and a set of projects. Replicated

project studies examine object(s) across a set of teams and a single project,

while multi-project variation studies examine object(s) across a single team

and a set of projects. Single project studies examine object(s) on a single team
~and a single project. As the representativeness of the samples examined and

the scope of examination increase, the wider-reaching a study’s conclusions
- become. ‘ - ‘

42 Experinien_t plagininé

- The second phase of the experimental process is the study planning phase.
The following sections discuss aspects of the experiment planning phase: (A)
design, (B) criteria and (C) measurement.

The design of an experiment couples the study scope with analytical
methods and indicates the domain samples to be examined. Fractional
factorial or randomized block designs usually apply in blocked subject-
project studies, while completely randomized or incomplete block designs
usually apply in multi-project and replicated project studies.?!+22
Multivariate analysis methods, including correlation, factor analysis and’
regression,?*~2% generally may be used across all experimental scopes.
Statistical models may be formulated and customized as appropriate.?
Non-parametric methods should be planned when only limited data may be
available or distributional assumptions may not be met.?® Sampling
techniques?” may be used to select representative programmers and
programs/projects to examine. . _

Different motivations, objects, purposes, perspectives, domains and.
scopes require the examination of different criteria. Criteria that tend to be
direct reflections of cost and quality include cost,2® 32 errors/changes, 33~ 38
reliability®®~4® and correctness.*’~4° Criteria that tend to be indirect
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reflections of cost and quality include data coupling,!2-50~53 information
visibility,>* 3¢ programmer understanding,’” ~®° execution coverage6! 63
and size/complexity.4~ 66 ‘

The concrete manifestations of the cost and quality aspects examined in
the experiment are captured through measurement. Paradigms assist in the
metric definition process: the goal-question-metric paradigm!7:67-69 and
the factor—criteria-metric paradigm.”®”! Once appropriate metrics have
been defined, they may be validated to show that they capture what is
intended.?®-72776 The data collection process includes developing auto-
mated collection schemes’’ and designing and testing data collection -
forms.®”-78 The required data may include both objective and subjective
data and differents levels of measurement: nominal (or classifacatory),
ordinal (or ranking), interval or ratio.2® o

4.3 Experment operation

The third phase of the experimental process is the study operation phase.
The operation of the experi'ment_consists of (A) preparation, (B) execution
and (C) analysis. Before conducting the actual experiment, preparation may
“include a pilot study to confirm the experimental scenario, help organize
experimental factors (e.g. subject expertise), or inoculate the sub-
jects.19:60.74.79-81 Eynerimenters collect and validate ‘the defined data
during the execution of the study.*>?3 The analysis of the data may include a
combination of quantitative and qualitative methods.8? The preliminary
screening of the data, probably using plots and histograms, usually proceeds
the formal data analysis. The process of analyzing the data requires the
investigation of any underlying assumptions (e.g. distributional) before the
application of the statistical models and tests. ' '

4.4 Experiment interpretation

The fourth phase of the experimental process is the study interpretation
phase. The interpretation of the experiment consists of (A) interpretation
context, (B) extrapolation and (C) impact. The results of the data analysis
from a study are interpreted in a broadening series of contexts. These
contexts of interpretation are the statistical framework in which the result is
derived, the purpose of the particular study, and the knowledge in the field of
research.”” The representativeness of the sampling analyzed in a study
qualifies the extrapolation of the results to other environments.!’ Several
follow-up activities contribute to the impact of a study: presenting/
publishing the results for feedback, replicating the experiment,2*?? and
actually applying the results by modifying methods for software
development, maintenance, management and research.
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5 THE CLASSIFICATION PARADIGM

As stated earlier the Improvement Paradigm needs to be instantiated at
further levels of detail and be automated whenever possible. One specific
approach that can be automated for product assessment is the Classification
Paradigm.®? The Classification Paradigm provides input for what data are
needed in the characterization phase of the Improvement Paradigm (step 1),
focuses on specific types of goals (step 2a in the Improvernent Paradigm),
and automates the analysis based upon the specific product goals (step 4 in
the Improvement Paradigm).

The Classification Paradigm is motivated by the ‘80:20 rule’. According to
the rule, approximately 20% of a software system is responsible for 80% of
the errors, human effort, changes, etc. The Classification Paradigm casts this
phenomenon as a classification problem. Metric-based classification trees
are constructed to identify those software components that are likely tobein
the ‘troublesome 20%’ of the system. The classification trees are based on
measurable attributes of software components and are automatically
generated using data from past releases and projects. The trees provide a
basis for forecasting which components on a current or future project are
likely to share the same ‘high-risk’ properties. Examples of high-risk
properties include components likely to be error-prone, change-prone,
costly to develop, or contain errors in certain classes. Classification trees
help localize the components likely to have these properties, and therefore
enable developers to improve quality efficiently by focusing resources on
- high-payoff areas. Classification trees are tailorable to each development

environment, using different metrics to classify different sets of components
in different environments.

The Classification Paradigm supports ‘a particular type of goal
(corresponding to step 2a in the Improvement Paradigm), namely the
identification of components likely to have certain properties based on
historical data. The measurements used to characterize the components are

~determined by the classification tree generation algorithms (step 1 in the
Improvement Paradigm). The metric data collected from the current project
is automatically analyzed by the classification trees (step 4 in the
Improvement Paradigm). S :

The classification trees use software metrics to characterize the software
components. In other paradigms, metrics have primarily been used as
barometers of goodness or badness with respect to quality and cost. This
paradigm uses metrics to assess degrees of differentiation among software
components. A simple example of a hypothetical metric-based classification
tree is shown in Fig. 5. In the classification tree approach, the members of a
set of software ‘objects’ (e.g. modules, subsystems) are classified as being
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Data
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0-3 4-5 6-10

Cyclomatic

Revisions Complexity

0-12 >12  0-18 > 18 Real-time Nonreal-time
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0-150 > 150

4" = Classified as likely to have errors of type X

#_# = Classified as unlikely to have errors of type X

Fig. 5. Example (hypothetical) software metric classification tree. There is one metric at

each diamond-shaped decision node. Each decision outcome corresponds to a range of

possible metric values. Leaf nodes indicate whether or not an object is likely to have some
property, such as high error-proneness or errors in a certain class.

inside or outside a ‘target class’ of objects. The objects inside and outside the
target- class are called positive and negative instances, respectively. A
classification tree generation tool examines candidate metrics and.recur- -
sively formulates a classification. tree to identify all positive instances but
no negative instances. The classification tree leaf nodes contain a probability
(e.g- a-simple ‘yes’ or ‘no’) to indicate whether a component is likely to be in
the target class based on calibrations from previous releases and projects.
The resulting classification tree then becomes the basis for forecasting
whether an object, previously unseen, is a positive or negative instance.
An overview of the Classification Paradigm appears in Fig. 6. The

paradigm has been applied in two validation studies using data from
NASA33 and Hughes.®* The three central activities in the paradigm are: (i)
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Fig. 6. Overview os classification tree approach.

data management and calibration, (ii) classification tree generation, and (iii)
analysis and feedback of newly acqmred information to the current project.
Note that the process outlined in Fig. 6 is an iterative paradigm. The
automated nature of the classification tree approach allows classification
trees to be easily built and evaluated at many points in the lifecycle of an
evolving software project, providing frequent feedback concerning the state
of the software product.

5.1 Classxﬁcatlon tree generation

This central actxvxty focuses on the processes necessary to construct
classification trees and prepare for later analysis and feedback. During this
phase the target classes to be characterized by the trees are defined. Criteria
are established to differentiate between members and non-members of the
target classes. For example, a target class such as error-prone modules could
be defined as those modules whose total errors are in the upper 10% relative
to historical data. A list of metrics to be used as candidates for inclusion in
the classification trees is passed to the historical data retrieval process. A



184 Victor R. Basili, Richard W, Selby

common default metric list is all metrics for which data are available from
previous releases and projects. v

Importantly, one must determine the remedial actions to apply to those
components identified as likely to be members of the target class. For
example, if a developer wants to identify components likely to contain a
particular type of error, then he should prescribe the application of testing or
analysis techniques that are designed to detect errors of that type. Another
example of a remedial plan is to consider redesign or reimplementation of
the components. It is important to develop these plans early in the process
rather than apply ad hoc decisions at a later stage. ‘

Metric data from previous releases and projects as well as various
calibration parameters are fed into the classification tree generation
algorithms.®3 The tree construction process develops characterizations of
components within and outside the target class based on measurable
attributes of past components in those categories. Classification trees may
incorporate metrics capturing component features and interrelationships, as
well as those capturing the process and environment in which the
components were constructed. Collection of the metrics used in the decision
nodes of the classification trees should begin for the components in the
current project. These data are stored for future use and passed, along with
the classification trees, to the analysis and feedback activity. -

5.2 Data management and calibration

‘Data management and calibration activities concentrate on the retention
and manipulation of historical data as well as the tailoring of classification
tree parameters to the current development environment. The tree
generation parameters, such as the sensitivity of the tree termination criteria,
need to be calibrated to a particular environment. For further discussion of
generation parameters and examples of how to calibrate them, see Refs 83
and 84. Classification trees are built based on metric values for a group of
previously developed components, which is called a ‘training set’. Metric
values for the training set, as well as those for the current project, are
retained in a persistent storage manager.

5.3 Analysis and feedback

In this portion of the paradigm, the information resulting from the
classification tree application is leveraged by the development process. The
metric data collected for components in the current project are fed into the
classification trees to identify components likely to be in the target class. The
remedial plans developed earlier should now be applied to those targeted
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components. When the remedial plans are being applied, insights may result
regarding new target classes to identify and further fine tuning of the
generation parameters.

6 THE TAME PROJECT

The TAME project!3 recognizes the need to characterize, integrate and
automate the various activities involved in instantiating the Improvement
Paradigm for use on projects. It delineates the steps performed by the project
and creates the idea of an experience base as the repository for what we have .
learned during prior developments. It recognizes the need for constructive
and analytic activities and supports the tallormg of the software
development process.

The TAME system offers an archltecture for a software engineering
environment that supports the goal generation, measurement and
evaluation activities (see Fig. 7). It is aimed at providing automated support
for managers and engineers to develop project specific goals and specify the .

. appropriate metrics needed for evaluation. It provides automated support

. for the evaluation and feedback on a particular prolect in real-time as well as
~ help prepare for post mortem analyses. '

. The TAME project was initiated to understand how to automate as much
of the Improvement Paradigm as possible using whatever current -
technology is available and to determine where research is needed. It
provides a vehicle for defining the concepts in the paradigm more rigorously.

A major goal for the TAME project is to create a corporate experience
base which incorporates historical information across all projects with
regard to project, product and process data, packaged in such a way that it
can be useful to future projects. This experience base would contain as a
minimum the historical database of collected data and interpreted results,
the collection of measured objects such as project documents, and collection
of measurement plans such as GQM models for various projects. It should

also contain combinations and syntheses of this information to support
future software development and maintenance.

TAME is an ambitious project. It is assumed it will evolve over time and
that we will learn a great deal from formalizing the various aspects of the
Improvement Paradigm as well as integrating the various subactivities. It
will result in a series of prototypes, the first of which is to build a simple
evaluation environment. Building the various evolving prototypes and
applying them in a varlety of prOJect env1ronments should help us learn and
test out ideas.

“TAME provides mechanisms for instantiatine the Imorovement
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Paradigm by providing an experience base to allow the storing of experience
so that it can be used on other projects (steps 1,2a), further defining the
various steps to be performed (steps 1, 2, 4, 5), and automating whatever is
possible. .

7 CONCLUSION

Understanding the impact of software technologies is fundamental to the
advancement of software research and practice. This understanding has
suffered because of the lack of scientific assessment of their effect on software
development and maintenance. The paradigms described in this paper are
intended to help advance the use of measurement and empirical methods in
software engmeermg They offer a form of the scientific method for
experimentation in the software domain. These paradigms have been used in
a variety of environments. They permit a mix of experimental designs,
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ranging from case studies to blocked subject-project studies, to live under
the same framework. They provide mechanisms for integrating what has
been learned from various types of experiments to help.create formal bases
of knowledge. They provide a framework for improving the experimental
process as well as our understanding of the nature of the object of study.
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