While developing a formal software-review process, a working group at Motorola devised a technology-transfer model that is built on process packages, each one targeted to a different user group. Their model allows for tailoring, makes training and consulting widely available, and relies on champions.
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Although new processes, methods, and tools are introduced in the literature every year, few are actually adopted. Development managers in industry complain that these new ideas are either not applicable to real-world projects or that their process is not mature enough to incorporate them.

Consider a project manager who buys a tool to improve change control. The tool is virtually worthless without a well-defined, documented, and reasonable change-control process, and even if there is such a process the development team is likely to need training in both the process and the tool before they can be used on a real project. But too often the manager fails to allocate sufficient training time and doesn’t anticipate the initial drop in productivity. This situation occurs time and time again.

We believe part of the problem is that the industry lacks a focused, needs-based approach to tailoring and transferring software-engineering technology. At Motorola, we have developed an approach that helps development organizations focus on the technology they really need, devise solutions, and transfer those solutions to development teams. In this article, we report our experience using this approach in the last five years and the lessons we learned.

TARGETED PROCESS PACKAGES

Through 15 years of study at the US National Aeronautics and Space
Administration’s Software Engineering Laboratory and elsewhere, a set of software-engineering technology principles has evolved that recommend organizations:

- Develop quality-focused software-engineering technology within a business unit.
- Formalize plans to tailor, transfer, and deploy software-engineering technology.
- Evaluate software-engineering technology to improve it on the basis of feedback obtained from goal-oriented measurement.

Experience in applying these principles, in turn, has produced recommendations for measuring software processes and products in the context of software-engineering technology:

- Conduct goal-oriented, top-down measurement of processes and products.
- View the measurements and their interpretation from an appropriate perspective.
- Account for differences in project environments, processes, products, and available technology.

These principles and recommendations are embodied in two paradigms: the Quality Improvement Paradigm,\(^1\) a three-part process-improvement approach, and the Goal-Question-Metric paradigm,\(^2\) a mechanism that the Quality Improvement Paradigm incorporates for establishing project and corporate goals and measuring against those goals.

Motorola’s corporate-wide Metrics Working Group adopted the Quality Improvement Paradigm and instantiated it with a set of organizational procedures to identify, tailor, and transfer software-engineering technology. The Motorola version is called the Software Engineering Improvement Paradigm. It is designed to help managers focus on software-engineering technology as it applies to specific development activities, such as testing, product reviews, and management. It also provides a justification for selecting and tailoring software-engineering technology to individual projects and a mechanism for evaluating technology against a business unit’s goals.

Fundamental to our approach is the process package, a set of documents and training material that communicates everything about the technology you are trying to transfer. A process package includes an overview of what to expect, how to use the information, references to other corporate efforts and process packages, guidelines for using the process, training aids targeted to different user groups, a set of slides for conducting training workshops, and data and lessons learned.

As Figure 1 shows, a process package evolves over time as experience is gained and feedback is incorporated. Our approach builds on the Quality Improvement Paradigm’s three phases: planning, execution, and analysis and packaging. Within these three phases, we defined seven steps:

1. Characterize and evaluate the organization’s current environment and technology.
2. Set organizational goals and refine them into quantifiable questions and metrics. Choose the processes that have the best chance of paying off if technology improvements are made.
3. Create documents, targeted to different audiences, that define new technology or improvements to existing technology in those high-payoff areas.
4. Pilot the technology in sample projects, analyze the data, refine the technology, and create a lessons-learned document.
5. Enhance the process package by targeting the training materials and consulting support to a particular audience.
6. Deploy the technology within a business unit, monitor its use carefully, and learn...
MOTOROLA'S THREE-STAGE FORMAL SOFTWARE-REVIEW PROCESS

Many software projects in industry use reviews to detect problems early. However, the degree to which they are an integral part of the development process and their effectiveness varies widely. At Motorola, we felt there was a need to formalize the review process and its measurement to maximize its effectiveness and efficiency.

Three stages. The review process package defines a three-stage formal process:

1. Reviewer preparation. Participants agree that the material is ready, select a leader and a reviewer team, schedule a meeting, prepare material, and have an optional orientation meeting, study the material and inform the review leader of faults found, and decide if they should hold a meeting or if additional preparation is needed.

2. Review meeting. The review leader introduces the reviewers and their roles and outlines the purpose of the review.

Then the presenter starts and reviewers ask questions to expose problems, the author of the reviewed material answers with clarifications only, and the recorder takes notes, and the presenter starts again in a loop until the review disposition is determined. The recorder completes a report documenting the review disposition and faults found.

3. Follow-up. The review meeting report is published, the developers fix errors and defects, the recorder fills out a software process-assurance form that summarizes metrics data so that it can be used to improve the process, and the review leader ensures follow-up and schedules any additional reviews.

We based this process description on existing practices within several groups in Motorola and published work. Although we tailored our process to address some major issues we identified, such as reviewer preparation,

The package also contains a set of guidelines aimed at enhancing the effectiveness and efficiency of reviews. We developed and continuously improved them by analyzing the data collected for the review metrics.

Review goals. An integral part of the review process is the collection and analysis of metrics data for improving not only the review process, but also the development process and the product being reviewed.

We used the Goal-Question-Metric approach to establish quantitative goals for the review process, define the measurements that must be taken to evaluate its effectiveness, discover problems, and improve it. Although this use of GQM was tailored to our priorities, our experience is applicable to projects with different priorities.

Our primary measurement goal was:

• Analyze the review process to improve its effectiveness in reducing faults, from the corporation’s point of view.

Our secondary goals, which used the same data, were:

• Analyze the constructive and analytic process of the previous development phases to improve their ability to generate a fault-free product, from the corporation’s point of view.

• Analyze the construction process of the current development phase to improve its ability to generate a fault-free product, from the corporation’s point of view.

Table A. Analyzing metrics to determine project quality at end of phase

<table>
<thead>
<tr>
<th>Conditions</th>
<th>RPC</th>
<th>RPD</th>
<th>ET</th>
<th>DT</th>
<th>Score</th>
<th>Product-in</th>
<th>Product-out</th>
<th>Process-previous</th>
<th>Process-current</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>S</td>
<td>LS</td>
<td>LS</td>
<td>5</td>
<td>good</td>
<td>good</td>
<td>effective</td>
<td>effective</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>S</td>
<td>H</td>
<td>LS</td>
<td>4</td>
<td>good</td>
<td>fixed-up</td>
<td>effective</td>
<td>not-effective</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>S</td>
<td>LS</td>
<td>H</td>
<td>2</td>
<td>poor</td>
<td>fixed-up</td>
<td>not-effective</td>
<td>effective</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>S</td>
<td>H</td>
<td>H</td>
<td>1</td>
<td>poor</td>
<td>fixed-up</td>
<td>not-effective</td>
<td>not-effective</td>
<td></td>
</tr>
<tr>
<td>N x x x x</td>
<td>U</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>

* = don’t care value
? = no table due to insufficient information.

<table>
<thead>
<tr>
<th>Facts</th>
<th>Product-in</th>
<th>Product-out</th>
<th>Process-previous</th>
<th>Process-current</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>5</td>
<td>good</td>
<td>effective</td>
<td>effective</td>
</tr>
<tr>
<td>Product-in</td>
<td>good</td>
<td>fixed-up</td>
<td>effective</td>
<td>not-effective</td>
</tr>
<tr>
<td>Product-out</td>
<td>poor</td>
<td>fixed-up</td>
<td>not-effective</td>
<td>effective</td>
</tr>
<tr>
<td>Process-previous</td>
<td>poor</td>
<td>fixed-up</td>
<td>not-effective</td>
<td>not-effective</td>
</tr>
</tbody>
</table>


Review metrics. Using GQM to define metrics involves mapping the measurement goals to sets of questions, which in turn generates supporting questions and defines the metrics that should be collected during a review.

Some of the metrics we defined to evaluate the review process are:

• Review Process Compliance.
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A subjective determination of how well the constructive process and subsequent review has complied with the review process. This subjective determination is done by the person having the SQA perspective. An RPC value is either C (compliant) or N (noncompliant).

- **Review Process Domain:** A subjective determination of how well the reviewers understood the document based on their level of experience and the perspective they represented. This subjective determination is done by the person having the SQA perspective. An NPD value is either S (satisfactory) or U (unsatisfactory).

We defined several metrics for evaluating faults in a product as well as the effectiveness of the fault-removal activities: a fault is a fault found during a formal review of a deliverable; a defect is a fault found after the formal review of a deliverable.

- **Phase-Content Effectiveness** is an objective determination of the effectiveness of the reviews of the deliverables produced during a specific project phase. It is defined as the ratio of errors found in reviews to the sum of errors found in reviews and defects that escaped such reviews. The value of PCE is expressed as a percentage, where 100 percent is the best.

- **Error Trend** is an indicator of how the normalized number of errors found in a review compares with the corresponding number for past similar projects (those with similar environmental characteristics). The value of ET is either H (higher) or L (lower, about the same).

- **Defect Trend** is an indicator of how the normalized number of defects found during a review in deliverables from previous phases compares with the corresponding number for past similar projects. The value of DIT is either H (higher) or L (lower, about the same).

### Analyzing Metrics

**Analyzing metrics.** The review process package includes interpretation tables, defined in the context of the GQM, to help reviewers analyze these metrics. Table A shows how the RPC, NPD, ET, and DIT metrics are used in measuring against the review process measurement goals identified to determine a project’s quality. For example, in row 1 the project score is 5, indicating a high-quality project. This score holds because we have done a good review and found few errors or new problems. In row 4, the project score is 1, which indicates low quality. This score holds because we have done a good review and found more than the average number of new and old problems. In rows 5 and 6, a score of 0 indicates that we cannot make any conclusions because we have not done a good review.

These metrics provide managers with real-time feedback about the project’s quality, without the need to wait for additional data to be collected. All data necessary to determine the quality of a phase is available at the end of that phase.

**Sample Use of PCE: Phase-containment effectiveness is a key metric to quantify and track the improvement goal.** You want to reach a value of 100 percent — the review is totally effective in finding all existing problems, assuming that some problems exist in the deliverable reviewed.

In this example, the data comes from reviews done according to the review process package, augmented with testing and preliminary operational data. We conducted reviews at the end of requirements specifications, requirements modeling, architectural modeling, pseudocode, and coding. As Table B shows, we found some errors during the reviews and they were fixed. Reviews of subsequent deliverables and testing, however, uncovered 48 defects that had escaped detection during review, listed in Table B in the constructive phase they were traced back to.

Using this data, you can derive phase-containment effectiveness for reviews done during each phase:

- **Requirements specification review:** 5/5(5 + 0) = 100.00%
- **Requirements model review:** 12/12(12 + 1) = 92.31%
- **Architectural model review:** 11/11(11 + 4) = 73.33%
- **Pseudocode review:** 39/39 + 33 = 54.17%
- **Code review:** 10/10 + 10 = 50.00%

These metrics indicate that pseudocode and code reviews had relatively low containment values. Perhaps the reviewers need more training or the checklists need updating. In addition, the project managers should analyze the specific errors and defects using Pareto charts to determine their process-related causes and ensure that the process gets changed. This should help avoid the introduction of such faults in the future.

### References

from the organization's progress.

7. Analyze data from using the process package, evaluate the practices, and improve the process package. Proceed to step 1 and, armed with the recorded, structured experience gained from this and previous cycles, start the cycle again. Package this experience to make it accessible to others involved in creating process packages.

**MOTOROLA'S EXPERIENCE**

In 1988, Motorola's Metrics Working Group was formed to develop and deploy, among other items, a process package for formal software reviews. The members of the Metrics Working Group were selected to represent Motorola business units whose goal is to champion measurement-based process improvement. It was to be part of a broader Software Engineering Technology Steering Committee and funded by Corporate Software Research and Development.

The Metrics Working Group is similar to a Software Engineering Process Group, as later defined by the Software Engineering Institute. It is a volunteer group whose focus is process engineering and measurement, as opposed to an organization with a budget and head count. Individual Motorola business units have their own process and metrics working groups; if an organization does not have one, it is encouraged to create one.

**Selecting a process.** By applying the first two steps of the Software Engineering Improvement Paradigm, the group identified a set of improvement goals, one of which was to improve the software-review process. For several reasons, the group chose this process as the one with the highest potential payoff:

- It is an effective marriage of process and measurement.
- It covers the entire life cycle, so it provides feedback to all processes and methods and introduces the approach to every part of the organization.
- It is the most critical aspect of product evaluation, yet it was not being used widely in 1988.
- It helps find problems early.
- It provides critical defect baselines.
- It is a good first step for integrating other process packages. A review package can be instantiated for each review along the development path: requirements, design, code, and test script.

The formal software-review process, described in the box on pp. 72-73, was the first area in which we implemented the concepts embodied in the Software Engineering Improvement Paradigm and the process package.

**Creating documents.** After applying step 3, the Metrics Working Group drafted seven documents that became part of the review package, each targeted to a specific audience.

- **Overview** targets everyone. It lists the process-package documents and their corresponding audiences.
- **QIP** explains the Quality Improvement Paradigm to corporate-level managers.
- **Managers** tells software managers what to expect when they use the review package.
- **SQ4** describes to software quality assurance personnel how to use the review package.
- **GQM** explains to software managers and SQA personnel how to apply GQM to the review process and defines review metrics and how to use them.
- **Definition** describes in detail to software managers, SQA personnel, and developers how to implement a formal, technical review. It includes four forms designed to document the outcome of a specific formal software review.
- **Experience** gives corporate-level managers, software managers, and SQA personnel sample results and lessons learned in using the review package on pilot projects.

**Selecting pilot projects.** Once the initial versions of these documents had been created, the group selected a small set of pilot projects within one business unit (step 4). They chose mostly small enhancement projects of (relatively) short duration so that results would be available as soon as possible. The engineers and managers tailored the reviews over time and adapted the process to their needs. Their input, in turn, was used to enhance and evolve the initial review package. Acceptance of the review package was good, so it was generalized to apply to more projects.

The business unit's representative to the Metrics Working Group carefully monitored the use of the review package in the pilot projects. The group documented these lessons in the Experience document, and the package evolved over time to address the lessons learned on the pilots.

**Training and consulting.** As the review package was being implemented on pilot projects, the Metrics Working Group developed a one-day workshop that explained how to implement and measure software reviews (step 5). The first workshop was developed and taught by the authors of the review package to cover the mechanics of conducting reviews, in the context of the review package. The course covered technical and interpersonal communication issues.

Once the technical concept stabilized, the course was transferred to Motorola's training organization, Motorola University, where it is now available to all Motorola engineers. It is not required for a group project that conducts software reviews. However, several training road maps include it as a recommended course.

In the last five years, we've offered this workshop to all development groups that want to use the review package to conduct formal reviews. If the project manager so requests, this training is followed by expert consulting, to ensure effective implementation of the ideas presented in the workshop.
**TABLE 1**

<table>
<thead>
<tr>
<th>Deliverable</th>
<th>Release</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>System functional specification</td>
<td>85</td>
</tr>
<tr>
<td>Software functional specification</td>
<td>78</td>
</tr>
<tr>
<td>Detailed design</td>
<td>49</td>
</tr>
<tr>
<td>Code</td>
<td>32</td>
</tr>
</tbody>
</table>

* = Release 4 is not yet complete.

**LESSONS LEARNED**

The lessons we learned hint at what we can expect as we deploy other process packages and what we must do to ensure that the tailoring and transferring of software-engineering technology is done effectively. However, some of the details are specific to reviews (such as the need to evaluate the reviewers’ preparedness before a review meeting).

- Don’t underestimate the importance of champions. Involving business units that will use the process package as you develop it not only ensures its acceptance, but facilitates the transfer process. The Metrics Working Group participants who helped tailor the review package became its champions within their business units. Business units that did not have representatives in the working group did not reap the benefits of this technology as readily.
- Don’t skimp on training. We quickly realized that the one hour of training we initially offered to pilot projects was insufficient. As a result, we developed an oneday workshop and made it the first step in deploying the review package. We also conducted train-the-trainer sessions, to speed deployment in parts of Motorola that received many requests for training. We also found it was critical to follow up with expert consulting, which we discovered helped smooth the initiation of the formal review process.
- Be prepared to be specific. Once the developers understood the review process, they asked for more concrete guidelines. They wanted to know what role (leader, recorder, presenter, designer, and so on) each review participant should take, specific criteria for determining when they should not proceed to conduct a review meeting (due to lack of preparation, for example), and what to do with the results. To develop these role guidelines, we referred to the objective of each review type. For example, reading the requirements document from a tester’s perspective assumes the reader is trying to understand if there is sufficient information to develop tests for each requirement. To develop other quantitative decision guidelines and criteria, we relied on data collected from reviews.

- Preparation is key. We found that the most important factor in predicting a review’s effectiveness is how prepared the reviewers are when a review meeting starts. Review leaders asked for indicators to determine reviewer readiness, so we incorporated a form that asked reviewers to indicate the time they spent preparing for a review, and we tracked the number of errors found before and during a review meeting. We also found that review leaders were initially hesitant to issue a no-go decision to hold a meeting, even if the reviewers were ill-prepared or many errors were found. The consultants helped mitigate this tendency.

- Data collection and analysis must be tailored. The reviewers requested classification schemes to help them record defects and analyze the data for use in process improvement. We did develop classification schemes but found that they must evolve over time and are highly dependent on the type of project and product. The classification schemes provided valuable feedback to help us standardize and improve metrics collection, analysis, and reporting.
Formal reviews do improve quality. When the review package was deployed, some small projects were not conducting any reviews at all, relying on testing to find faults. Formal reviews helped find and fix faults early, as the data from four successive enhancements of an internal project indicates. The data in Table 1 shows the percentage of faults found in each phase, in the early stages of deploying the review package. Note that unit and integration test found most of the faults escaping from these reviews. Reviews during the detailed design and code review phases show the biggest improvement.

Motorola's culture is such that business unit managers decide what process and technology will be used within their unit. Although senior management sets the quality-improvement goal, and the Metrics Working Group recommends formal reviews, the use of the process package is not mandatory. Data like that in Table 1 is far more effective than any mandate.

This is not easy to tailor and transfer software-engineering technology. To change the culture of the business unit so that it will accept new technology, you must employ champions and package information appropriately.

Using the Software Engineering Improvement Paradigm will help identify the process packages that should be developed first. Then, when you enjoy success on some pilot projects and publicize that success, new projects will sign up. Many projects and locations across the company now use versions of the review package, and we have since created a testing package.

We believe our evolutionary, feedback approach has three main strengths:
• It provides quantitative guidelines that encourage the achievement of quality and productivity goals.
• It supports the development of a corporate memory because it integrates quantitative measurement.
• It provides a way to improve and tailor technology and process through data analysis.

The work done on the reviews and testing packages has evolved into an initial Best Practices and Technology Transfer Program within Motorola, which uses internal and external benchmarks and metrics to identify and promote effective, high-payoff practices to produce quality software. Motorola has also used benchmarking to establish aggressive improvement goals and metrics in software process, quality, cycle time, development technology, and customer satisfaction.

Building on the work done on the review package, Motorola business units have started to adopt, tailor, and evolve Michael Fagan's inspections-based improvement process, resulting in further improvements in software quality and productivity. Motorola has begun to use education and skills training for senior and middle management as a way to enlist improvement champions across the entire corporation.

These mechanisms, coupled with the vision provided by a senior executive program, whose mission is to accelerate the pace of software improvement, are leveraging our technology-transfer initiative to bring about change much more rapidly.
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