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The empirical study described in this paper addresses the issue of communication among members of a software development organization. In particular, we have studied interactions between participants in a review process. The question of interest is whether or not organizational relationships among the review participants have an effect on the amount of communication effort expended. The study uses both quantitative and qualitative methods for data collection and analysis. These methods include participant observation, structured interviews, graphical data presentation, and nonparametric statistics. The results of this study indicate that several organizational factors do affect communication effort, but not always in a simple, straightforward way. Not surprisingly, people take less time to communicate when they are familiar with one another and when they work in close physical proximity. However, certain mixtures of organizationally "close" and "distant" participants in an interaction result in more effort needed to communicate. Also, interactions tend to be more effort-intensive when they occur in a meeting and when more people are involved. These results provide a better understanding of how organizational structure helps or hinders communication in software development.

Software development managers strive to control all of the factors that might impact the success of their projects. However, the state of the art is such that not all of these factors have been identified, much less understood well enough to be controlled, predicted, or manipulated. One factor that has been identified but is still not well understood is information flow. It is clear that information flow impacts productivity (because developers spend time communicating) as well as quality (because developers need information from one another in order to carry out their tasks well). The study described in this paper addresses the productivity aspects of communication by empirically studying the organizational and process characteristics that influence the amount of effort software developers spend in communication activities. This study is a first step toward providing management support for control of communication effort.

The empirical study described here aims to identify the organizational characteristics that affect process communication effort and to determine the degree of effect. The dependent variable in this study is communication effort, defined as the total effort expended to share some type of information. The independent variables are organizational distance, physical distance, and familiarity. These three variables are measures of the organizational structure, defined as the network of relationships between members of the software development organization. The types of relationships upon which these mea-
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sures are based are, respectively, official relationships, physical proximity, and past and present working relationships.

The study combines quantitative and qualitative research methods. It is based on data collected from the observation of 10 (mostly design and code) review meetings and from interviews with the review participants. This study is exploratory in nature, in that no formal hypotheses were tested. On the contrary, the goal of the study is the generation of theory, and one of its contributions is a set of proposed hypotheses to guide further study.

Several interesting findings were discovered concerning organizational relationships among review participants and the amount of effort involved in different types of interactions among them. Not surprisingly, people took less time to communicate when they were familiar with one another and when they worked in close physical proximity to one another. However, interactions tended to take longer when they involved a group of organizationally “close” participants, plus a few “outsiders.” These types of interactions took longer than when the interaction was between all organizationally close participants, or all organizationally distant participants. Interactions also tended to require more effort when they occurred during a meeting, which implies that participants did not cut short their discussions in order to make the meeting shorter. More obviously, interactions involving more people generally took longer.

The relationship between communication and organizational structure (in organizations in general) is a strong theme running through the organization theory literature, from classic organization theory,2,3 to organizational growth,4 to the study of technological organizations,5 to business process re-engineering.5,7 Most of this work takes a global, long-range perspective. The common proposition is that organizational structure evolves over time to facilitate communication and that, in fact, facilitating communication is the main purpose of organizational structure. Organization theory also states the benefits of organizational and physical proximity of communicators,5,8 as well as the importance of various types of personal relationships (such as familiarity as we have defined it) among communicators.3 However, organization and communication have not been explored in detail in software development organizations. Several studies have provided evidence of the relevance of both organizational structure (along with other “nontechnical” factors) and communication in software development. In particular, at least one study1,9 has shown the drawbacks of organizational and physical distance and discovered the importance of “shared internal representations,” which has led to our particular definition of familiarity.

Study setting

This study took place at the IBM Software Solutions Laboratory in Toronto, Canada. The development project studied was DB2* (DATABASE 2*), an IBM commercial database system with several versions for different platforms. During the month of June 1994, data were collected from 10 (mostly design and code) reviews in Toronto. Observations of the review meetings were followed up with interviews with review participants in November 1994 and April 1995. The review process was chosen for study because it is well-defined in the DB2 project, it involves a lot of communication between participants, and much of it is observable.

A detailed description of the DB2 development environment, written for the purposes of this study, was used extensively throughout the investigation. It was used to better understand the DB2 review process and the people involved. Also, it served as a vehicle with which to communicate with developers and others from whom we were collecting information. Finally, it was used as a framework in which to organize the data.

The description had three major parts, corresponding to the three aspects of the environment most relevant to this study: the review process, the organizational structure, and information flow. These parts are described in the following subsections.

Process. The official purpose of the DB2 review process, as stated in the review process documentation,
is twofold. One objective is to discover defects early in the software development process. The other is to discover defects that the author of the code is likely to overlook, by exposing the code to a wider group of people. Another stated but unofficial benefit of reviews is the sharing of knowledge and team building.

The DB2 review process consists of steps for planning, preparing, meeting, rework, and follow-up. Reviewers (anywhere from 2 to 13) are picked during the planning step; they then read and review the material individually during preparation. The meeting is generally spent raising and discussing the defects that the reviewers discover, as well as discussing other issues about the reviewed material. During the rework step, the original author is responsible for correcting the defects found. One reviewer, designated the chief reviewer, is responsible for ensuring that the corrections are made satisfactorily during the follow-up.

Most developers interviewed expressed a strong belief in and commitment to reviews. They seemed to take the process seriously in general, although they viewed some process steps (mainly administrative) as unimportant. However, they felt that properly preparing for each review was vitally important and expressed annoyance when a reviewer appeared to be unprepared, or when the material to be reviewed was not really ready to be reviewed. Also important was choosing the “right” mix of reviewers. The review meeting itself was not always seen as a crucial part of the process, and developers had differing opinions about the best way to conduct the meeting. Flexibility in the process was seen as valuable.

The work that goes into each release of DB2 is divided into line items, each of which corresponds to a single enhancement, or piece of functionality. Work on a line item may involve modification of any number of software components. For each line item, a review is conducted for each major artifact (requirements, design, code, and test cases). In this study, we observed and measured one requirements review, five design reviews, three code reviews, and one test case review.

**Organization.** The formal DB2 organization has a basic hierarchical structure. First-line managers manage small teams of developers who may be responsible for maintaining specific collections of software components, facilitating releases of DB2 products, or providing support services, such as system test, to all the other teams. Some teams of developers are further divided into groups headed by a task leader. One second-line manager is responsible for all DB2 development.

Other organizational relationships included in the description are those corresponding to work patterns and physical locations. In particular, groups are defined that include developers who work together on a regular basis and are familiar with one another’s work. Also, people are grouped who share offices, corridors, buildings, and sites.

**Information flow.** The third part of the DB2 environment description is made up of the types of interactions, or instances of communication, that are both dictated by the defined review process and that actually take place, between members of the organization. These interactions constitute the overlap, or relationship, between the DB2 process and organization.

We identified 13 different types of interactions that take place during the review process. One interaction type, for example, called defects, refers to the raising and discussing of defects during the review meeting. Another, quite different, example is the schedule-meeting interaction type, in which the author of the material to be reviewed must negotiate with all the reviewers to find a suitable meeting time. Not all 13 interaction types occurred during every review. Also, not all interaction types are relevant to the results presented in this paper, so only a few of them are described in detail (in the section on results).

**Study design**

This empirical study examines the role of organizational structure in process communication among software developers. Our research design combines qualitative and quantitative methods. Qualitative methods were used to collect data which were then quantified, or coded, into variables that were analyzed using quantitative methods.

The unit of analysis in this study is the interaction, defined as an instance of communication in which two or more people are explicitly required (by the process they are executing) to share some piece of information. It should be noted that only process-oriented interactions are considered in this study, as opposed to unplanned interactions that do not correspond directly to some step of a defined process.
Although such informal communication has been shown to be more valuable, there is still a need for focused studies of process communication because it can be planned for and controlled if we know the factors that can be manipulated to make it more efficient.

The data collection procedures used in this study are participant observation and structured interviews. The data gathered from these different sources overlap, thus providing a way of triangulating, or cross-checking the accuracy of the data. After the data were collected, they were coded and transformed into a set of quantitative variables, such as the number of people present at the observed meeting, the lengths of different types of interactions that took place, and the type of communication medium used.

**Data collection.** The data for this study were collected during an initial visit to IBM in Toronto in June 1994 and two follow-up visits in November 1994 and April 1995, and with several e-mail communications between the visits. The bulk of the data came from direct observation of 10 reviews of DB2 line items in June 1994. Administrative information pertaining to each review (e.g., participants, date, time, material reviewed, preparation time) was collected from several sources, thus providing opportunities for triangulating the data. These sources included review announcements, IBM data collection forms, and observed statements during the review meeting. During every observed review, each separate discussion was timed. The beginning and ending times, the participants, and the type of each discussion were recorded.

Interviews with review participants were also conducted to elicit information about other parts of the review process that were not observed, to clarify discussions that took place during the meeting, and to triangulate data that had already been collected. The initial interviews were conducted within a few days of each DB2 review. Other interviews took place later in November 1994 and April 1995. For each review, an author and several reviewers were interviewed.

**Variables.** The variables chosen for analysis fall into three categories. First is the dependent variable, communication effort. Second, a set of independent variables represent organizational structure, defined as the network of relationships between review participants. Several different measures have been chosen that are based on different types of organizational relationships. Finally, a large set of intervening variables threaten to confound the results if not taken into account.

The dependent variable, labeled $CE$ (for communication effort), is the amount of effort, in person-minutes, expended to complete an interaction. How $CE$ is determined for each interaction depends on the interaction type. For example, for interactions that take place during the review meeting (e.g., defects type interactions), the information recorded during observations about individual discussions is used to calculate $CE$, along with information about preparation time. Calculation of $CE$ for some other types of interactions depends on interview data.

The choice of dependent variable is motivated by the goals of the study. One objective is to consider aspects of communication that might be affected by organizational factors, i.e., effort. Another is to provide useful information that can be used for managing and planning, hence the emphasis on process communication as opposed to informal, unplanned communication.

There are four organizational structure variables. The first two, $XOD$ and $MOD$, are both based on organizational distance, which quantifies the degree of management structure between two members of the organization. It is calculated as the length of the shortest path between the two in a graph representing the reporting structure of the organization (the “org chart”). $XOD$ is defined as the maximum organizational distance, and $MOD$ is the median organizational distance, among all pairs of participants in an interaction. Therefore, $XOD$ would be high for those interactions in which even just one participant is organizationally distant from the others. $MOD$ would be high only for those interactions in which many of the participants are organizationally distant. At IBM, the management structure tended to change frequently, in part because there was an effort to
make it reflect actual work patterns in the organization, which tended to shift over time. Therefore, organizational distance provides a more accurate picture of working relationships in this setting than it would in an organization in which the reporting structure is more stable.

The two other organizational variables are familiarity (Fam) and physical distance (Phys). Familiarity reflects the degree to which the participants in an interaction work together or have worked together outside the review, and thus presumably share common internal representations of the work being done. This factor was found to be relevant in the study by Krasner et al. of large software development projects. The familiarity measure also attempts to capture the important informal networks that do not make up part of the management structure (measured by organizational distance). It is calculated first as the percentage of pairs of interaction participants who have indicated (in interviews) that they are familiar with each other’s work, based on past or present working relationships. It is then coded into a four-level ordinal variable. So a high value for familiarity means that most of the interaction participants have worked together in the past or currently work together on a regular basis.

Physical distance reflects the number of physical boundaries (walls, buildings, cities) between the interaction participants, which was mentioned as important by numerous people in the study setting. The variable is ordinal and in ascending order. It has four levels corresponding to, respectively, interaction participants who share an office, who have offices on the same corridor, who have offices in the same city, and who work in different geographical locations.

Although the set of intervening variables in this study is large, it is still probably inadequate to capture the full richness of the study context. A number of factors outside the scope of this study, such as culture or personality types, may have significantly influenced communication effort. However, the chosen intervening variables represent a reasonable compromise between practical concerns (availability of data, measurability, researcher expertise, etc.) and an effort to eliminate confounding factors. A few of the intervening variables most relevant to the results presented in this paper are listed below:

- **N** is the size of the set of interaction participants, or the number of people who expend effort in an interaction.
- **Mr** is the communication medium used to request the information shared in an interaction; it can be N/A, verbal, or e-mail.
- **Mp** is the communication medium used to prepare the information to be shared; it can be a paper form, verbal, a short written message, a structured document, or an unstructured document.
- **Mt** is the communication medium used to transfer the information between participants; it can be a face-to-face meeting, a conference call, a video conference, an electronic transfer (e-mail, FTP, etc.), on paper, or a normal telephone call.
- **Size** is the amount of information shared in an interaction; it is measured on an ordinal scale that folds together measures in pages and lines of code.
- **Type** is the kind of interaction, e.g., defects.

**Data analysis.** Our analysis method involved partitioning the data based on the values of one or more variables, then analyzing those subsets. The subsets of interactions that we analyzed are:

- The entire set of interactions
- High-effort interactions (CE > 500)
- Technical interactions that take place during the review meeting (interaction types—questions, defects, and discussion)
- Partitioned by the 13 interaction types
- Partitioned by combinations of the organizational variables (e.g., low physical distance and high MOD)

For each of these subsets, histograms (to show distributions of one variable) and scatterplots (to show relationships between CE and the organizational variables) were generated. To test relationships, Spearman correlation coefficients were calculated. Another two-variable relationship that we explored with scatterplots is the relationship between CE and the number of participants (N). We also ran ANOVAs (analysis of variance tests) on some combinations of variables for some subsets, but there were not enough data to yield meaningful results. Mann-Whitney tests were also used to test some special hypotheses about combined effects of organizational distance. The strongest and most interesting of our findings are presented in the next section.

**Results**

Space does not permit a presentation of the results of all the analyses described in the previous section. Instead, we present three of the most interesting sets of findings in the form of hypotheses that we have
generated and the evidence supporting them. Before that, however, is a brief characterization of the scope of the data, in particular the distributions of the dependent and independent variables.

Data characterization. First, as can be seen in Figure 1, the distribution of the dependent variable, communication effort, is highly skewed toward the low end. The box plot at the top shows another view of this distribution. The box itself is bounded by the 25th and 75th percentiles, and the 90th percentile and upper extreme are shown as vertical lines. The diamond indicates the mean of the data. Ninety percent of the interactions had a CE of less than 600 person-minutes. The maximum amount of effort any interaction required was 1919 person-minutes, and the minimum was three person-minutes. The median was 38 and the mean was about 190.

Table 1 shows the numbers and cumulative percentages of data points at each level of MOD and XOD (recall that there are exactly 100 data points, so simple percentages are not shown). About 60 percent of the interactions had a median organizational distance (MOD) of two or less, and more than three-fourths had a maximum organizational distance (XOD) of four or higher. If we look at MOD and XOD together, as in Table 2, we see that most of the data fall into three categories:

- 24 percent of the interactions have all participants organizationally close (low MOD, low XOD)
- 37 percent of the interactions have most of the participants organizationally close, but a few organizationally distant (low MOD, high XOD)
- 33 percent of the interactions have most of the participants organizationally distant (high MOD, high XOD)

Familiarity and physical distance. In this subsection, we present two hypotheses.

Hypothesis: Interactions tend to require more effort when the participants are not previously familiar with one another's work.
Two of the organizational structure variables, familiarity and physical distance, exhibit straightforward relationships with communication effort. Figures 2 and 3 show their distributions. In Figure 4, they are both plotted against communication effort. A box plot is also shown for each level of each independent variable. The top and bottom boundaries of the boxes indicate the 75th and 25th percentiles. The median and the 90th and 10th percentiles are also shown as short horizontal lines (the median and 10th percentiles are not really visible on most boxes). The width of each box (and of the partitions on the horizontal axis) reflects the number of data points in that level. It appears from Figure 4 that high effort is associated with low familiarity and with high physical distance (the latter observation being the strongest). That is, interactions tend to require more effort when the participants are not previously familiar with one another’s work. This observation is consistent with Krasner’s findings about “common internal representations.” As for physical distance, interactions tend to require more effort when the participants work in physically distant locations. Curtis¹ and Allen⁵ have had similar findings. However, it must be noted that most interactions have low familiarity and high physical distance, as shown in Figures 2 and 3.

Hypothesis: Interactions tend to require more effort when the participants work in physically distant locations.

Table 1 Frequency table for median (MOD) and maximum (XOD) organizational distance

<table>
<thead>
<tr>
<th>Level</th>
<th>MOD</th>
<th>XOD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Count</td>
<td>Cum %</td>
</tr>
<tr>
<td>1</td>
<td>22</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>67</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>94</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2 Frequency of values for median and maximum organizational distance

<table>
<thead>
<tr>
<th>MOD</th>
<th>XOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>
The Spearman correlation coefficients, which reflect the strength of the relationships between each independent variable and the dependent variable, are shown in Table 3. Physical distance has the highest coefficient, which implies that it has a stronger direct effect on communication effort than any of the other variables.

Organizational distance. We now present a hypothesis on organizational distance.

Hypothesis: More effort is required when the set of participants includes mostly organizationally close members, but has a few organizationally distant members.

The results pertaining to organizational distance are both more complex and more interesting. Figure 5 shows two scatter plots, each with communication effort on the vertical axis, and one of the two versions of the organizational distance variable on the horizontal axis. Box plots for each level of each independent variable also show the 10th, 25th, 75th, and 90th percentiles, as well as the median.

From Figure 5, we can observe that the highest-effort interactions are those with a relatively low median organizational distance (MOD) and relatively high maximum organizational distance (XOD). This category is the second described in the subsection on familiarity and distance, in the discussion of the distributions of MOD and XOD. This observation implies that groups require more effort to communicate when they include a few (but not too many) members who are organizationally distant from the others. Less effort is required when the group is composed of all organizationally close members (low MOD and low XOD), or all or nearly all organizationally distant members (high MOD and high XOD). We tested the statistical significance of this result by calculating the Mann-Whitney U statistic. This is a nonparametric test meant to indicate whether or not two independent samples exhibit the same distribution with respect to the dependent variable (CE). In this case, the two groups were those interactions falling into the high XOD/low MOD category, and those that did not. The test yielded a significant value, even

Table 3 Spearman rho ($\rho$) coefficients comparing each independent variable to the dependent variable, CE

<table>
<thead>
<tr>
<th>MOD</th>
<th>XOD</th>
<th>Fam</th>
<th>Phys</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>0.4</td>
<td>0.14</td>
<td>0.5</td>
</tr>
</tbody>
</table>
at the $p < .01$ significance level. This result contrasts with Curtis, who hypothesized that the relationship between organizational distance and communication ease is more straightforward.

If we examine in more detail the subset of interactions that were effort-intensive, we find further evidence supporting this hypothesis. The 11 highest-effort interactions all required a communication effort greater than 500 person-minutes. The distributions of organizational distance in this subset are shown in Table 4. None of the high-effort interactions had a MOD more than two, and none had an XOD less than four. In fact, all of the interactions in this high-effort subset belong to the second category (low MOD/high XOD) described above.

Three of the types of interactions that were most effort-intensive were the defects, questions, and discussion interaction types. Most of the interactions of type defects involved a set of participants that fell into the second category (low MOD/high XOD), including all of those with CE above the mean. Recall that defects interactions are those in which review participants raise and discuss defects during the review meeting. The questions interaction refers to questions raised and discussed during the review meeting. Again, the highest-effort interactions of this type fall into the second category of participant sets (low MOD/high XOD). The discussion interactions (which include other types of technical discussion during the review meeting) tend to be less effort-intensive than the questions or defects interactions, but still require more effort than most interaction types. Discussion interactions exhibit the same patterns in organizational distance as mentioned above for the questions and defects interactions.

**Meeting interactions.** Two hypotheses are presented for meetings.

**Hypothesis:** Interactions that take place during a meeting (a verbal request and an unprepared reply) tend to require more effort than other interactions, especially when they involve communication technology.

**Hypothesis:** Having more participants tends to make interactions more effort-intensive, even when the effort is normalized by the number of participants.
Nearly all of the high-effort interactions involved a verbal request for information ($Mr = \text{verbal}$) and no written preparation of the information ($Mp = \text{verbal}$), and were executed using some sort of communications technology ($Mt = \text{videoconference or conference call}$). These patterns in the use of communication media, shown in Figure 6, differ dramatically from the patterns seen in the data as a whole. Interactions that involved a verbal request and no preparation usually took place during a face-to-face meeting in which many people were present, which implicitly increases the communication effort. In those meetings in which conference calling or videoconferencing was used, the technology actually slowed down the process. Significant amounts of time were spent waiting for remote participants to find the right page, to clarify issues for remote participants, etc. Also, the communication technology was unfamiliar to some participants. This result implies, however, that the meeting participants did not, or could not, keep the meeting from running long by cutting short their discussions.

The defects, questions, and discussion interactions constitute all of the technical communication that takes place during a review meeting. The effort recorded for these interactions includes the effort required to prepare for, carry out, and digest this technical information. Since these interactions form the core of the work of a review, it is comforting to know that they are the ones that require the most effort. In fact, over all 10 of the reviews studied, 70 percent of the total communication effort expended was consumed by interactions of these three types.

One other variable deserves a little more attention. The median number of participants in high-effort interactions is 10, but the median in the larger set of interactions is about half that (5.5). This result is not

---

**Figure 5** Communication effort plotted against median organizational distance (MOD) and maximum organizational distance (XOD)

---

**Table 4** Frequency of values for median and maximum organizational distance for the 11 highest-effort interactions

<table>
<thead>
<tr>
<th>MOD</th>
<th>XOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>
so straightforward as it might seem, however, because the variable $N$ (number of participants) is not completely independent from communication effort. For some interactions, in fact, $N$ is used in the calculation of $CE$. For example, $CE$ for an interaction of type *discussion* is calculated by multiplying the amount of time spent in general discussion during the review meeting by $N$. To investigate whether or not the number of participants has an independent effect on effort, we normalized communication effort by dividing it by $N$. Then we picked the 15 interactions with the highest normalized $CE$ (15 was the smallest number that included the 11 interactions we analyzed before as the highest effort). The median number of participants in this subset is 8, lower than 10, but still considerably higher than the median of the data as a whole (5.5). So it appears that the highest-effort interactions involve more participants than interactions in general, regardless of which way effort is calculated.

This result should not be surprising, given that it is consistent with the theoretically quadratic growth of the number of communication channels among $n$ people. That is, there are $n(n-1)/2$ pairs among $n$ interaction participants, so, intuitively, the effort to communicate in a group of $n$ should also grow faster than $n$.

*Defects* interactions included anywhere from 4 to 15 participants, with a median of 10 participants. All of the defects interactions with (normalized or unnormalized) $CE$ above the mean had seven or more participants. The same was true for *questions* interactions.

**Lessons learned**

One of the goals of this study was to serve as a pilot for a larger study. Although small, this pilot study was valuable in clarifying a number of issues related to how this subject is best studied. The limitations discussed below have been remedied in the design of the larger study, resulting in a more useful and relevant study that was conducted more recently at the NASA (National Aeronautics and Space Administration) Goddard Space Flight Center under the auspices of the Software Engineering Laboratory. The main differences between the larger study and the pilot study described in this paper are its setting, size, and scope. Other differences arise as a result of remedying the limitations of this study, as described below. The main goal of the larger study, as in the pilot study, is to learn how organizational structure characteristics affect the amount of effort expended on communication.
The major limitations of this pilot study are its size and scope. It examines only 10 reviews, during one month, in a single development project. The amount of data collected (100 data points), relative to the number of relevant variables, is too small to assess the statistical significance of many of the findings or to generalize the results in any way. A better study design would include more data points, although reducing the number of variables would reduce the need for a very large data set.

The three-part description built at the beginning of the study (described in the second section) was extremely useful throughout as a framework for organizing the data and for communicating with developers. However, it could have been more useful. In particular, handling the data associated with interactions was cumbersome and somewhat limited the analyses that could be done easily. Some automatic support for managing this part of the description (or even handling the data through an electronic form of the description), as well as a better notation, was needed. In particular, we have used Yu’s Actor-Dependency models as a notation and mechanism in subsequent studies for organizing information and data, and for automating some of the data analysis.

Another lesson learned from this study was that the interactions, as defined, did not naturally fit the way the participants thought about the review process. This aspect made collecting and validating the data very difficult. For example, the reviewers’ preparation time had to be divided over several different interactions in order to fit the model. Some of it was included in the communication effort for the defects interaction, some for the questions interaction, etc. During the interviews, we asked some reviewers how they divided their preparation time. We used their responses as a guideline, but we cannot be sure that the percentages are accurate or consistent. Modeling more in accordance with the process as it is enacted, and at a slightly higher level of abstraction, would help eliminate doubts about the accuracy of the data. For the larger study, we have chosen the review itself as the unit of analysis. In addition, more care was taken to model the process as it was enacted, not necessarily as it was defined.

The design of the research variables and their levels in the pilot study was based on expert opinion and the literature, but the process of designing these measures was not very formal or well-documented. A more rigorous qualitative analysis is needed to support the design choices. Such an “ahead-of-time” analysis is part of what is called prior ethnography, a technique from qualitative research methods that has been used in the larger study.

During data collection, the follow-up interviews after the observed reviews were vitally important. However, they could have been combined into just one interview for each interviewee. Instead, the questions were spread over several interviews during a period of 10 months. This length of time led to memory, personnel turnover, and discontinuity problems. A single interview, done as shortly after the review as possible, is preferred, which we were able to do in the larger study.

The observations in this study were not as rigorous as they could have been. The single observer was not very familiar with the application domain, which sometimes made it difficult to determine what type of discussions were taking place during observations. In addition, no reliability techniques were employed, such as audio- or videotaping the reviews, or having a second observer. Using such techniques would have ensured better accuracy of the data. The latter method was used in the larger study to assess the subjectivity and accuracy of the information recorded during the observations. Also, with regard to data accuracy, some variables had no triangulation source. That is, there was only one data source for these variables. It would be better, and should be possible, to have at least two sources for each piece of information collected. In the larger study, more data sources were used, but still not every data element could be triangulated.

During observations and interviews, some field notes were taken in addition to the information on the interview forms and observation checklists. However, these data were not extensive or reliable enough to be used as part of the data analysis. If more faithful notes had been kept, such qualitative data could have been used to help explain and interpret the quantitative results. The collection of useful anecdotes and quotes would also have been facilitated by making the interview questions more open-ended, that is, by relaxing a little the way in which the interviews were structured. Field notes were used extensively in the larger study.

A better study design, then, which results from the experience of this pilot study, would still be based on qualitative data from interviews and observations. However, these data would be better managed through an automated and consistent model, and
better exploited through more extensive use of field notes and qualitative analysis. Also, the accuracy of the data would be greater because of reliability techniques (a second observer or recording of some kind), more timely interviews, and better triangulation. The better study would also be larger and would begin with a period of prior ethnography in order to improve the design of the variables and more accurately model the setting.

Summary

We have addressed the broad problem of organizational issues in software development by studying the amount of effort developers expend in certain types of communication. We have described an empirical study conducted to investigate the organizational factors that affect this effort. The research design combined quantitative and qualitative methods in an effort to be sensitive to uncertainty, but also to provide well-founded results. These methods include participant observation, interviewing, coding, graphical data displays, and simple statistical tests of significance.

The goal of this study was the generation of theory, and so the findings are best presented as proposed hypotheses. The study results point to the validity of these hypotheses, but they are yet to be formally tested. Many of the methods and measures described in this paper may be used to do so. However, even as untested hypotheses, these findings provide important preliminary insight into the relevant factors affecting communication in software development:

- Interactions tend to require more effort when the participants are not previously familiar with one another’s work.
- Interactions tend to require more effort when the participants work in physically distant locations.
- More effort is required when the set of participants includes mostly organizationally close members, but with a few organizationally distant members.
- Interactions that take place during a meeting (a verbal request and an unprepared reply) tend to require more effort than other interactions, especially when they involve communication technology.
- Having more participants tends to make interactions more effort-intensive, even when the effort is normalized by the number of participants.

The independent variables in this study can all be said to measure different aspects of “closeness,” and one might expect the findings to straightforwardly confirm what is intuitive—that “closer” people communicate more easily. The first two statements above, in fact, do rather confirm the obvious (which is still a valuable use of empirical evidence). However, the third hypothesis reflects the fact that there is some complexity to the issue of how organizational structure affects communication between developers. The last two hypotheses question the value of meetings, especially large meetings, which could be further investigated as a separate issue.

This study is not sufficient to solve the problem of managing information flow in a software development organization and process, but it is a first step. The findings of this study could be used to help in planning, for example, by pointing out characteristics that increase communication costs in reviews. They might also help in diagnosing communication problems as they arise.

But the most important contribution of this work is that it enables the further exploration of this area, and provides methods and proposed hypotheses with which to begin. This study represents a very small first step in building the experience necessary to effectively manage information flow in software development organizations. It also exemplifies a scientific approach that is applicable to the study of numerous issues in software engineering and that would help the field to mature toward a true engineering discipline. The next step for the authors is the larger empirical study described briefly in the last section. But there are several next logical steps in this line of research. No attempt has been made in this study to determine how communication effort affects software quality or development productivity. An understanding of this issue is necessary for effective management support. In addition, this study does not address the issue of communication quality, only quantity. One cannot assume that the two are equivalent. Finally, more work is necessary in the area of actually applying this new knowledge to the improvement of software development projects and the mechanisms needed to achieve such improvement.
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