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I. INTRODUCTION

A great deal of time and money has been and will continue to be spent in developing software. Much effort has gone into the generation of various software development methodologies that are meant to improve both the process and the product ([NTER, 75], [BAKE, 74], [WOLV, 72]). Unfortunately, it has not always been clear what the underlying principles involved in the software development process are and what effect the methodologies have; it is not always clear what constitutes a better product. Thus progress in finding techniques that produce better, cheaper software depends on developing new deeper understandings of good software and the software development process through studying the underlying principles involved in software and the development process. At the same time we must continue to produce software.

To gain a better knowledge of what is good in the current methodologies and what is still needed, and to help understand the underlying principles of the software development process, we must analyze current techniques, understand what we are doing right, understand what we are doing wrong, and understand what we can change.

There are several ways of doing this. One way is to analyze the development process and the product at various stages of development. Unfortunately, such analysis is a tedious process. But it must be performed if we are to gain any real insight into the problems of software development and make improvements in the process. We need to study carefully the effect of various changes in the development process or the product to determine whether or not a particular methodology has any real effect, and more importantly, what kind of effect ([THAY, 76], [WALS, 77]).

This requires measures of all kinds, quantifiable and nonquantifiable. Nonquantifiable measures, although subjective, reveal a great deal of information about the product. We can "see" good design and code that meets the problem requirements in a clear, understandable.
effective way and is easy to modify and maintain in unforeseen circumstances. This kind of understanding is clearly needed, and clearly fruitful; it is accomplished by reading and understanding the design and code. Unfortunately, these judgments are not easy to quantify. They require a great deal of time to analyze and measure each product, or class of products.

A secondary approach is to develop a set of measures that attempt to quantify these qualitative characteristics of good software design and development. Although there is currently no mechanical way of evaluating design, the development of quantitative measures that correlate well with subjective judgments of quality can aid in the understanding and evaluation of the product and process. For example, the "goodness" of a product is related to the time it takes to modify it and the aspects of its organizational structure that permit ease of modification and ease of finding and correcting errors where ease is measured in terms of the time required, number of places code needs to be changed, etc. The "goodness" of the development methodology is related to the "goodness" of the product it produces, e.g., the number and difficulty of finding errors in the product it produces.

It is important to understand what characterizes classes of problems and products, what kinds of problems are encountered and errors made in the development of a particular class of products, whether or not a particular methodology helps in exposing or minimizing the number or effect of a class of errors, what the relationship is between methodology and management control, estimating, etc. A better understanding of the factors that affect the development of software and their interrelationships is required in order to gain better insights into the underlying principles. The Software Engineering Laboratory has been established, in August 1976, at NASA Goddard Space Flight Center in cooperation with the University of Maryland to promote such understanding. The goals of the laboratory are to analyze the software development process and the software produced in order to understand the development process, the software product itself, the effect of various "improvements" on the process with respect to the methodology, and to develop quantitative measures that correlate well with intuitive notions of good software.

The next section gives an overview of the research objectives and experiments being performed at the Laboratory. Section III contains the current list of factors that affect the software development process or product and are to be studied or neutralized. The data collection and data management activities are discussed
in Section IV. The last section contains information on the current status and future plans for the Laboratory. Further details of this project can be found in [BASI, 77].

II. ACTIVITIES

It is clear that many kinds of data can be gathered and analyzed to develop quantitative information about the software process and the product to which it leads. The laboratory has limited funding and personnel and for this reason has limited its scope to studying three very specific areas related to reliability, management, and complexity. It is expected that the scope will eventually expand as we learn more about the collection of valid data and what can be done with it. In this section we discuss the research activities and the two classes of experiments to be run.

Because error-free software is as yet an unattainable goal, the reliability study will provide insight into the nature and causes of software errors. We would like to classify errors, expose techniques that reduce the total number or classes of errors, and detect the effect on lifetime of these errors ([SNEO, 75], [THAY, 76], [KEND, 70], [GARR, 75], [AMOR, 73]). We expect to detect the point at which errors enter the process and the relative costs of finding and fixing them.

Management of the software development process is as poorly understood as the technology involved. We believe that a major effort should be expanded on this area. The management aspect of the Software Engineering Laboratory involves the analysis of the management process, the classification of projects from a management point of view and the development of reasonable management measures for estimating time, cost, and productivity. We will study the effect of various factors, such as time, money, size, computer size, organization, standards, etc. We would like to understand at what point in the development process estimates become reasonably accurate, how one can measure good control and management, and under what conditions certain methodologies help provide management control.

Lastly, there is a relation between the development methodology and the product it produces. A good methodology should help produce a less complex product than a bad one. We are trying to discover whether the complexity of a software system can be measured by the structure of the resulting programs ([SULL, 73], [BELL, 72]). Do various techniques create a more systematic structure, one that is easier to read and
maintain, where data and function are localized with a
minimal amount of interaction between modules? The
relationship between various complexity measures of pro-
gram structure will be examined throughout the develop-
ment process and such measures as error rate, development
time, the accuracy and speed of modification will be cor-
related with these complexity measures.

Two kinds of experiments are being conducted: screening
experiments and controlled experiments. In the screening
experiments, we are collecting data on a large assortment
of projects of varying sizes and types. The impact on
the development process is manifested by the requirement
that the developers fill out a set of data collection
forms (see Section IV). The purpose of the screening
experiments is to determine how software is developed now.
We are organizing a data bank of information to classify
projects for future reference and public availability,
analyze what methodologies are being used as opposed to
what methodologies are supposed to be used, demonstrate
how carefully the actual implementation of a method-
ology can be monitored, discover what parameters can be
validly isolated, expose the parameters that appear to be
causing major problems, and discover the appropriate
milestones and techniques that show success under certain
conditions. While the data collected in the screening
experiments may not be complete or totally accurate, it
will provide input for the more strictly monitored
controlled experiments.

The purpose of the controlled experiments is to discover
the effect of various factors on the software develop-
ment process and product in a reasonably controlled
environment. A set of duplicate developments will be
performed and detailed data collected for all of them.
A carefully chosen set of techniques will be taught to
and used by one of the development groups, denoted as the
"impacted" group. We will then analyze the effect of the
introduced factors by comparing the impacted development
process and product in a reasonably controlled environ-
ment.

The experiment must be designed in such a way as to in-
sure that we are testing the real hypothesis, i.e., to
guarantee that we are measuring what we think we are
measuring. It is important that all the contributing
factors be well understood and the factors that we are
not studying be neutralized [CAMP, 66]. Our approach is
first to develop a particular experimental design, ana-
lize its ability to neutralize potential interfering
factors, (i.e., individual programmer capability) and
perform one experiment. Based on this experience, the
design will be modified and experiments repeated until
we have arrived at a reasonable standard.
One current experimental design is to have two groups, Group 0 and Group 1, each develop a product. A. We will then impact Group 1 with a set of factors by teaching them the use of certain development techniques. Both groups will then develop a second small project B to give Group 1 some experience with the techniques in an operating environment. Then both groups will develop project C, Group 1 using the new approach. This gives us several points of comparison. We can discover any difference in personnel by comparing project A for both groups; the two groups can then be more honestly compared in project C by factoring out differences from project A. The measures developed for the areas of interest will be used to compare the two processes and products.

In a second controlled experiment, several large scale projects (5 to 10 man years each) are to be carefully monitored with some of the personnel given a training course and set methodology to use. Using the notation above, these will be a set of C projects with no A and B. While the projects are not identical, they are highly similar and should yield information about differences in techniques. In Section V, both of these controlled experiments will be described in greater detail.

III. FACTORS

There are a large number of factors that affect the software development process and software product. Initially, we are interested in a list of potential factors to establish the kind of data that needs to be collected. Next, we are interested in the kinds of factors that we can reliably measure. From this measurable set of factors, we would like to isolate those that appear to have a major impact on the development process and product, i.e., those whose use or non-use show large variation in our measures. Finally, when we have a better understanding of the factors affecting the software development process, we want to quantify them in some way by perturbing them to study their effects or neutralizing them to make sure they are not affecting factors that are under study.

Our procedure is to start with as complete a list of factors and categories of factors as possible. We expect continually to build, iterate, and refine this list through the activities of the laboratory. The development of reporting forms and automated tools have helped define the list of factors that we can isolate. The screening experiments will help further isolate those factors which we can measure and those that appear to be contributing strongly to the various measures associated with errors, complexity of program structure,
management difficulties, etc. The controlled experiments will be used to demonstrate the effect of the various factors that have been shown worth isolated study.

A list of factors is given below, categorized by their association to the problem, the people, the process, the product, the resources, and the tools. Some factors may fit in more than one category but are listed only once.

A. People Factors: These include all the individuals involved in the software development process including managers, analysts, designers, programmers, librarians, etc. People related factors that can affect the development process include: number of people, level of expertise of the individual members, organization of the group, previous experience with the problem, previous experience with the methodology, previous experience with working with other members of the group, ability to communicate, morale of the individuals, and capability of each individual.

B. Problem Factors: The problem is the application or task for which a software system is being developed. Problem related factors include: type of problem (mathematical, database manipulation, etc.), relative newness to state of the art requirements, magnitude of the problem, susceptibility to change, new start or modification of an existing system, final product required, e.g., object code, source, documentation, etc., state of the problem definition, e.g., rough requirements vs. formal specification, importance of the problem, and constraints placed on the solution.

C. Process Factors: The process consists of the particular methodologies, techniques, and standards used in each area of the software development. Process factors include: programming languages, process design languages ([VANL, 76]), specification languages, use of librarian ([BAKE, 75]), walk-through ([BAKE, 72]), test plan, code reading, top down design, top down development (stubs), iterative enhancements ([BASI, 76]), chief programmer team ([BAKE, 75]), Chapin charts, HIPO charts ([STAY, 76]), data flow diagrams, reporting mechanisms, structured programming ([MILL, 72], [DAHL, 72]), HOS techniques ([HAMI, 76]), and milestones.

D. Product Factors: The product of a software development effort is the software system itself. Product factors include: deliverables, size in lines of code,
words of memory, etc., efficiency tests, real-time requirements, correctness, portability, structure of control, in-line documentation, structure of data, number of modules, size of modules, connectivity of modules, target machine architecture, and overlay sizes.

E. Resource Factors: The resources are the nonhuman elements allocated and expanded to accomplish the software development. Resource factors include: target machine system, development machine system, development software, deadlines, budget, and response and turnaround times.

F. Tool Factors: The tools, although also a resource factor, are listed separately due to the important impact they have on development. Tools are the various supportive automated aids used during the various phases of the development process. Tool factors include [REIF, 75], [BOHR, 75], [BROW, 73]; requirements analyzers (e.g., PEL/PERA [TRIC, 77], system design analyzers, source code analyzers (e.g., FACES [RAMA, 74]), database systems (e.g., DOMINIC [DOMO, 73]), PDL processors, automatic flowcharts, automated development libraries, implementation languages, analysis facilities, testing tools ([RAMA, 75], [HILL, 75]), and maintenance tools.

IV. Data Collection

Data collection occurs as four components - reporting forms, interviews, automatic collection of data by computer, and use of automated data analysis routines.

A. Forms: There are seven forms that were defined to obtain information on the factors given in Section III. These forms are filled out by various members of the project development team and are used to gather information at various stages of the development process. They reveal the resource estimates at inception, the overall layout of the system, the updating of the estimates and the achievement of milestones, the time spent in various activities, the expenditures of resources, and an audit of all changes to the system. Several redundancy checks have been included to validate the accuracy of the information obtained.

Briefly, the seven forms are as follows (See Appendix 2 of [BASI, 77]):

1. The General Project Summary - This form is used to classify the project and will be used in conjunction with the other reporting forms to
measure the estimated versus actual development progress. It is filled out by the project manager at the beginning of the project, at each major milestone, and at the end. The final report should accurately describe the system development life cycle.

2. The Programmer/Analyst Survey - This form is to classify the background of the personnel on each project. It is filled out once at the start of the project by all personnel.

3. The Component Summary - This form is used to keep track of the components of a system. A component is a piece of the system identified by name or common function (e.g., an entry in a tree chart or baseline diagram for the system at any point in time, or a shared section of data such as a COMMON block). With the information on this form combined with the information on the Component Status Report, the structure and status of the system and its development can be monitored. This form is filled out for each component at the time that the component is defined, at the time it is completed, and at any point in time when a major modification is made. It is filled out by the person responsible for that component.

4. The Component Status Report - This form is used to keep track of the development of each component in the system. The form is turned in at the end of each week and for each component lists the number of hours spent on it. This form is filled out by persons working on the project.

5. The Resource Summary - This form keeps track of the project costs on a weekly basis. It is filled out by the project manager every week of the project duration. It should correlate closely with the component status report.

6. Change Report - The change report form is filled out every time the system changes because of change or error in design, code, specifications or requirements. The form identifies the error, its cause and other facets of the project that are affected.

7. Computer Program Run Analysis - This form is used to monitor the computer activities used in the project. An entry is made every time the computer is used by the person initiating the run.
B. Interviews: Interviews are used to validate the accuracy of the forms and to supplement the information contained on them in areas where it is impossible to expect reasonably accurate information in a form format. In the first case spot check interviews are conducted with individuals filling out the forms to check that they have given correct information as interpreted by an independent observer. This would include agreement about such things as the cause of an error or at what point in the development process the error was caused or detected.

In the second case, interviews will be held to gather information in depth on several management decisions, e.g., why a particular personnel organization was chosen, why a particular set of people was picked, etc. These are the kinds of questions that often require discussion rather than a simple answer on a form.

C. Automatic Data Collection: The easiest and most accurate way to gather information is through an automated system. Throughout the history of the project, more and more emphasis will be placed on the automatic collection of data as we become more aware of the data we want to collect, i.e., what data is the most valuable and what data we can or need to get, etc. More energy will be expanded in the development or procurement of automatic collection tools as the laboratory continues.

The most basic information gathering device is the program development library. The librarian will automatically record data and alleviate the clerical burden from the manager and the programmers. Copies of the current state of affairs of the development library will be periodically archived to preserve the history of the developing product.

A second technique for gathering data automatically is to analyze the product itself, gathering information about its structure using a program analyzer system. A set of modifications to the FACES system is currently underway and will progress as the laboratory gains more experience. These modifications are geared at getting more of the kind of information about the product required for our measures.
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V. Current Status

Beginning in November, 1976, most new software tasks that were assigned by the Systems Development Section of NASA/GSFC were given the added responsibility of filling out the forms, and thus entered our set of screening experiments. At the present time, about a dozen projects are currently involved. These projects are mostly ground support routines to various spacecraft projects. This consists of attitude orbit determinations, telemetry decommutation and other control functions. The software that is produced generally takes from six months to two years to produce, is written by three to six programmers most of whom are working on several such projects simultaneoously, and consists of six man-months to ten man-

years of effort. Projects are managed by NASA/GSFC employees and the personnel are either NASA personnel or outside contractors.

In June of 1977, the first of the controlled experiments began. Two teams (0 and 1) were assigned tasks to be designed and developed for delivery to the Systems Development Section. The format of these tasks satisfy the experimental design outlined in Section II.

i.e., \[ A_0 \begin{pmatrix} X_0 & C_0 \end{pmatrix} \]

\[ A_1 \begin{pmatrix} Y_1 & C_1 \end{pmatrix} \]

where \( A_i, B_i, \) and \( C_i \) represent tasks to be developed by team \( i \) and \( X \) and \( Y \) are training sessions. These tasks will be developed on the PDP-11/70 at NASA/GSFC. One team will consist of in-house NASA/GSFC personnel while the other will consist of contractor personnel. The tasks will consist of five separate subtasks with two comprising project 'A', one project 'B', and two comprising project 'C'. All subtasks require somewhere on the order of three man-months of effort.

Team 1 will be given a training session (Y) after com-

pleting the A projects, consisting of several techniques: PDL, Structured Programming, Walk-throughs, use of Librarians, Code Reading, and will also be given a small project B to take into account the necessary learning.
curve before Project C is undertaken. Team 0 will also be given a training session and a B project, but will not be taught the above techniques.

For this first controlled experiment, there is complete control of the development process. The A projects enable us to determine the background of the personnel and the C projects enable us to determine the effects of the training sessions. The small B task enables us to filter out much of the learning curve involved in learning new techniques. Due to cost considerations, small; however, the projects are large enough to require team interaction among the programmers and therefore we believe that they are generalizable to larger projects. In addition, the techniques taught in the Y training session are those most applicable to team situations.

A second, longer range, controlled experiment was begun in March, 1977. In this case, several similar large scale projects are being carefully monitored. These projects can be summarized by the following table:

<table>
<thead>
<tr>
<th>Project</th>
<th>Man Years</th>
<th>Techniques Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>NONE</td>
</tr>
<tr>
<td>2</td>
<td>4(\frac{1}{4})</td>
<td>Structured code, Librarian, code reading</td>
</tr>
<tr>
<td>3</td>
<td>4(\frac{1}{4})</td>
<td>Training session Y of experiment 1</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>Not yet defined</td>
</tr>
</tbody>
</table>

In this case we are performing C-like experiments of controlled task 1. Due to budgetary restrictions, it is not possible to duplicate the development of each, however, the tasks are highly similar and should give us results similar to the strictly monitored controlled task 1. While we realize that we have less control over our larger projects, by varying the methodology, we expect to observe differences in project progress.

The next step will be to define controlled experiment 1, based upon the preliminary results of experiments 1 and 2. It is expected that controlled experiment 3 will begin in early 1978. In this case, the techniques taught in training sessions X and Y and used in C, may be changed to reflect the new techniques to be measured. It is expected that as this process continues over several iterations, quantitative data on various products and development processes will result.
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