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Abstract
This paper argues that three main obstacles for wider use of risk management technology are low awareness of the technology, limitations of existing risk management approaches, and lack of empirical evidence of the usefulness of risk management methods. This paper addresses the last two of these issues. First, we present a risk management method that attempts to avoid the limitations we have recognized in many current risk management approaches. The method, called Riskit, allows a thorough documentation of risk scenarios, uses a sound approach for ranking risks, and supports multiple goals and stakeholders. Second, we will discuss the inherent difficulties in evaluating risk management methods empirically and present an example of an empirical study that was carried out to evaluate the feasibility of the method.

1. Introduction
Several risk management approaches have been proposed and used [9,10,16,21,25,26,30,32] since Boehm [2,3] and Charette [7,8] brought risk management to the attention of the software engineering community. Although there are several individual reports of successful deployment of risk management techniques in practice, the software industry as a whole does not seem to apply risk management methods actively and systematically [27]. The limited survey data from the 1995 International Workshop on Software Engineering Data (IWSED-95) by Basili and Koji Tori [18] supports this observation: a minority of software organizations use specific methods for risk management systematically.

We believe that there are three primary reasons for the low penetration rate of risk management technology. First, despite recent publications and conferences in risk management, knowledge about possible risk management methods and tools has not reached most practitioners: “lack of knowledge about risk management techniques and practices” was cited as the most common reason for not using explicit risk management techniques in the IWSED-95 survey [18].

Second, we believe that many existing risk management approaches have both practical and underlying, theoretical limitations that hinder the usability of these methods, as discussed in the following.

- Many methods are based on seemingly precise quantification of risks, yet users merely guess the input values for these calculations. This may result in low confidence in the results of risk analysis or -- in the other extreme -- in false confidence in seemingly accurate numbers.

---
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Many methods limit their view on one or few quantifiable metrics, such as cost, schedule and quality, yet in reality additional goals may be affected by risks. Use of a predefined set of goals or attributes in risk evaluation is likely to limit the scope of risk analysis and bias the results.

Many methods fail to account for different stakeholders and balance their interests in risk analysis. At best, methods attempt to manage two or three stakeholder views assuming that they can reach a consensus view of the risks.

Few methods provide accurate enough definitions of risks to cover the whole range of aspects associated with risks. The general definition of risk, possibility of loss, is too generic to act as a operational definition on a detail level during risk analysis.

Finally, hardly any recognize the dangers associated with not accounting for the possible non-linearity of the utility functions, as we have discussed in a separate paper [19].

Given all these potential limitations, it is not surprising that practitioners see limited added value in applying defined risk management techniques. They may not be much worse off by relying on intuition.

Third, while there are several anecdotal descriptions of managing risks in practice [5,13,14,23,33], there are few reports on systematic and scientifically sound evaluations to provide empirical feedback on their feasibility and benefits. Practitioners deserve better proof than war stories told by consultants.

This paper attempts to address the last two of the above problems: we are presenting a method that, we propose, succeeds in avoiding the limitations described above and we are presenting an empirical study design that, we hope, is an example of how more detailed information about risk management process can be captured and subsequently analyzed.

2. The Riskit Method

The Riskit method has been developed to support systematic risk analysis. An attempt was made to design the method so that the common pitfalls listed in the previous section could be avoided. The Riskit method uses a graphical formalism to support qualitative analysis of risk scenarios before quantification is attempted, its risk ranking approach can be selected based on the availability of history data or accuracy of estimates, it supports multiple goals and stakeholders, and its risk ranking approach is based on the utility theory [19].

A central part of the Riskit method the graphical formalism used to document risks, the Riskit analysis graph. The Riskit analysis graph is used to define the different aspects of risk explicitly and more formally than is done in casual conversation. The Riskit analysis graph is primarily a communication tool during risk management.

The Riskit analysis graph is used during the Riskit process to decompose risks into clearly defined components, risk elements. Its components are presented in Figure 1. Each rectangle in the graph represents a risk element and each arrow describes the possible relationship between risk elements. We will define the components of the graph in the following paragraphs.

A risk factor is a characteristic that affects the probability of a negative event (i.e., risk event) occurring. A risk factor describes the characteristics of an environment, it is not an event itself. Risk factors that are documented typically increase the probability of risks events occurring, but they may also reduce them (e.g., “the team recently developed a similar application”).

Each risk factor in the graph can influence one or more risk events. A risk event represents the occurrence of a negative outcome. As the arrow and the cardinality indication in Figure 1 show, each risk event can be influenced by many risk factors. However, a risk event does not necessarily have to have a risk factor associated with it. A risk event can also influence the probabilities of other events.
Figure 1: A conceptual view of the elements in the Riskit analysis graph

If a risk event occurs, the resulting situation is rarely accepted as such. Instead, organizations react to the situation to reduce the negative impact of the event. Thus, each risk event is associated with one or more reactions: a risk reaction describes a possible action that can be taken as a response to risk event.

The risk effect represents the impact of risk event-reaction combination to project goals. Each risk reaction is associated with at least one effect description. The effects are stated for all goals that are affected. For instance, it could be that a risk event was a loss of a key person in a project. Corrective reaction includes search for a new person and training of that person. The final effect on project goals could be a delay (search and training took time) and added cost (search and training costs and reduced productivity).

Figure 2: The Riskit risk management cycle

While the effect on goals represents the impact the risk had on each goal, the concept of utility loss captures how severe the overall impact of effects has been to different stakeholders. The use of utility function allows the simultaneous consideration of multiple criteria and consideration of several stakeholders. Furthermore, it is likely to result in more realistic evaluation of the losses as the utility functions of stakeholders are likely to be non-linear [1,12] and there may be points of discontinuity in
them. The utility loss is estimated for each relevant stakeholder. Thus, each risk effect has at least one utility loss estimate associated with it.

We have presented an overview of the activities in the Riskit process in Figure 2. We have presented summary descriptions of the steps in the Riskit process in Table 1. As we want to keep the method presentation concise, we will only discuss some selected highlights of the method in the text that follows. Further details are available in a separate publication [19].

Risk is a relative concept and it is always dependent on the goals, expectations and constraints involved. The more realistically we are able to define them, the better we are able to identify and analyze risks. A goal is a general statement of purpose, direction or objective. We identify three types of goals:

- **Objective:** A goal that has an achievable, well-defined target level of achievement, e.g., “develop

- **Driver:** A goal that indicates a “direction” of intentions without clearly defined criteria for determining when the “goal” has been reached, e.g., “minimize the number of defects found”.

- **Constraint:** A limitation or rule that must be respected, e.g., “use C++”.

The goals are documented using a predefined template [19] and their relevance for each stakeholder is recognized.

<table>
<thead>
<tr>
<th>Riskit step</th>
<th>Description</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Establish risk management</td>
<td>Define risk management infrastructure, i.e., methods, techniques, responsibilities. Define the scope and frequency of risk management.</td>
<td>Risk management infrastructure Risk management mandate</td>
</tr>
<tr>
<td>Review and definition of goals</td>
<td>Review the stated goals for the project, refine them and define implicit goals and constraints explicitly. Recognize all relevant stakeholders and their associations with the goals.</td>
<td>Explicit goal definition</td>
</tr>
<tr>
<td>Risk identification and monitoring</td>
<td>Identify all potential threats to the project using multiple approaches. Monitor the risk situation.</td>
<td>An list of “raw” risks</td>
</tr>
<tr>
<td>Risk analysis</td>
<td>Classify identified risks into risk factors and risk events. Complete risk scenarios for all risk events. Estimate risk effects for all risk scenarios Estimate probabilities and utility losses of risk scenarios using appropriate level of metrics.</td>
<td>Completed risk analysis graphs for all analyzed risks.</td>
</tr>
<tr>
<td>Risk control planning</td>
<td>Rank risks scenarios based on their probability and utility loss for each stakeholder, using appropriate ranking method. Select the most important risks for risk control planning. Propose risk controlling actions for most important risks. Select the risk controlling actions to be implemented.</td>
<td>Selected risk controlling actions</td>
</tr>
<tr>
<td>Controlling of risks</td>
<td>Implement the risk controlling actions.</td>
<td>Reduced risks.</td>
</tr>
</tbody>
</table>

**Table 1: Overview of outputs and exit criteria of the Riskit process**

The risk identification process in the Riskit method uses both brainstorming, checklists [6,22], and goal review [19] to produce a list of un-analyzed, “raw” risks. These risks are classified into risk elements and placed on the Riskit analysis graph. Scenarios for all events are completed, i.e., reactions and effects on goals are defined or estimated.

Selecting the highest risk scenarios for risk control planning is straight-forward if ratio scale data is available. The estimation of probabilities can be based on ratio scale estimates if reliable historical data is available. More often, however, it is more appropriate to either rank risks with each other or assign
ordinal scale values for them (e.g., low, medium, high). Similarly, the utility losses are estimated for each scenario and stakeholder. In a simple situation where there are few goals, scenarios and stakeholders involved, scenario ranking or ordinal scale value assignment can be used. In more complex situations we recommend that multiple criteria decision making support tools are used to elicit utility loss estimates. We have used the Analytic Hierarchy Process (AHP) [28] and Expert Choice software [29] for this purpose as it is has been widely reported as a successful tool for eliciting such preferences [11,15,24,31].

available for both probabilities and utility loss, i.e., the expected utility loss can be used as a metric to prioritize scenarios:

\[
\text{expected utility loss(RS)} = \text{probability(RS)} \times \text{utility loss(RS)}
\]

If ordinal scale metrics were used in estimating either one, ranking can be based on ranking scenarios into Pareto-efficient sets, using a simple Pareto-efficient risk sorting method [19]. Simply stated, scenarios that are Pareto efficient over other scenarios but whose are grouped into same category of seriousness.

Finally, risk controlling actions are identified and defined for highest risks and the most effective actions are selected for implementation. The Riskit method provides some guidelines and checklists for this purpose but this process is largely dependent on the individual judgment of participants.

A more complete description of the Riskit method is available in [19].

3. **Empirical Study**

Evaluating a risk management method is fundamentally difficult. In this section we describe the main constraints that limit our ability to design and perform empirical studies in this field. We have identified some key constraints that make experimentation with risk management methods particularly challenging:

- **C-1** The real values for probability and loss are not known, or even knowable.
- **C-2** Each set of events occurring in a system is unique and not repeatable.
- **C-3** Risk management method cannot be separated from the object of study: if a method results in some action, the state of the system irrevocably changes.
- **C-4** Risks are probabilistic phenomena. A single occurrence of a risk, whether predicted or not, cannot be used to draw any conclusions about the accuracy of our risk analysis methods.
- **C-5** Introduction of a risk management method changes the behavior of participants in a system.
- **C-6** Software projects have relatively long cycle times and are costly.

The above constraints limit the empirical study design options available in risk management. While these constraints are severe, they do not prevent us from applying systematic, scientific principles in our empirical studies. Recognition of these constraints allows us to design such empirical studies that provide more reliable results than anecdotal case descriptions.

In the following we present some highlights of a study performed to evaluate the Riskit method in practice\(^2\). We recognized the previously listed constraints in the design of the study but attempted to apply some well-known case study principles whenever applicable [4,17,34]. The case study organization was a mature risk management organization with an experienced project manager and project team.

We arranged our case study so that we were able to apply the two risk management methods during the project. As Figure 3 shows, the case study started by a joint session where project goals were reviewed and risks identified. Using the list of risks produced the project manager used the comparison

\(^2\) Note that a full description of the case study is available in a separate report [20].
method to carry out risk analysis the way he normally does it. After this the Riskit method was applied in the analysis of the same set of initial risks. After both analyses the project manager decided on which risk controlling actions he should actually take.

We collected both qualitative and quantitative data on the case study. The qualitative feedback from the method user indicated that Riskit seemed to have had a simpler “interface” – it had clearly defined items that need to be included in the analysis. It also seemed to have provided good summaries of each individual risks. The Riskit method seemed to provide a good overview of the risk situation in the project and it seemed to highlight most important risks well.

The method user expressed more confidence in the results produced by the Riskit method. He considered it a thorough and complete method. In particular, he valued its risk analysis and ranking approach. He also indicated an interest in applying or experimenting with the method, or its components, in future projects.

The case study design (e.g. the joint risk identification session) made it difficult to measure the effort used by the methods. However, if the risk identification is excluded, the Riskit method required 12 hours of effort to use and the comparison method’s three hours.
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**Figure 3: The timeline of case study activities**

We analyzed the granularity and coverage of the methods by defining a set of specific metrics for risks and controlling actions that were produced. Risks were made comparable by counting them in different classes: same risks, unique risks, subsumed risks, containing risks and overlapping risks were each counted separately and results summarized [20]. Based on this analysis, the Riskit method analyzed seven comparable risks and the comparison method three. We also calculated risk coverage ratios for the methods. We assumed that the union of analyzed risks represents the best available set of all relevant risks in the situation and counted same, subsumed, containing and overlapping risks as one instance each, the resulting risk coverage ratios were 38% for the comparison method and 88% for the Riskit method.

We repeated a similar process for risk controlling actions that were produced. The Riskit method proposed 12 controlling actions and the comparison method seven. The unique controlling actions were nine for Riskit and four for the comparison method. Using the same principle as above, the coverage ratios for risk controlling actions were 75% for the Riskit method and 44% for the comparison method.
We assessed the accuracy of the methods indirectly through the risk controlling actions that were actually taken in the project, vs. the actions that were planned. For Riskit this ratio was 83% and for the comparison method 44% [20].

The goal of this empirical study was to investigate the feasibility of the Riskit method in industrial context. The criteria we defined for determining feasibility were met [20]: the method produced intended results (identified risks, ranked them and proposed controlling action), the overall effort spent on the use of the method was within acceptable limits (20% of the management time of the project, and 2% of the total effort in the project, and the method user gave a positive assessment of the method with respect to its thoroughness, indicated a higher level of confidence in its results and considered its risk ranking approach more sound. Based on these findings we conclude that the Riskit method was a feasible approach in the case study project.

4. Conclusions
This paper presented an overview of a risk management method that has synthesized advances in risk management and management science into an operational method. The method was designed to address some key limitations that we had identified as factors preventing wider use of risk management technology in industry.

We also discussed some empirical study design issues related to risk management and presented an example of a systematic study to evaluate a risk management method. The results of this study suggest that the Riskit method is a feasible method in industrial context. However, it is important to emphasize that the comparative aspect of the study was primarily aimed to aid the qualitative analysis of the two risk management approaches. We are not suggesting that any conclusions can be made about the differences of the methods. Such conclusions and generalizations would require more data points and evidence.

The case study did, however, provide us practical feedback on how risk management is done in practice and what seem to be the strengths and weaknesses of the methods. This feedback was used to improve the method further.

We are currently performing several additional industrial case studies to study the characteristics of the Riskit method further.
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