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Abstract:

This paper regcorts on research comparing various approaches, or
methodologies,y for software development. The study'focuses cn the
gquantitative analysis of the application of certain methodologies
in an experimental environment, in order to further understand
their effects and better demonstrate their advantages in a
controlled environment. A series of statistical experiments were
conducted comparing programming teams that used a disciplined
methodology (consisting of top—down design, process design
language usage, structured programming, code reading, and chief
pregrammer team organjization) with programming teams and
individpal programmers that employed ad hoc approaches. Specific
cetails of the experimental setting, the investigative approach
(used to plan, execute, and analyze the experiments), and some of

the results of the experiments are discussed.
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I« Introduction

e o o -

in the development of any theory, there are three phases of
validation. First is the logical development of the theory based
on a set of sound principles. Second is the application of the
theory and the gathering of evidence that the theeory is applicable
in practice. This usualiy involves some qualitative assessment in
the form of case studies. The third step is.the quantitative
analysis of the application of theory in an experimental
environment in order to further understand its effect and better

demonstrate its advantaces in a controlled environment.

There has been a great deal written about methodologies and
programming environments for developing software [Wirth 71; Dahl,

Dijkstra, and Hcare 72; Jackson 75; Brooks 75; Myers 75; Linger,

"Mills, and Witt 793. It is clear that many of these methodologies -

are based on souﬁdutogébal orinciples and their adoption within a
preduction environment has been successful. There have been many
case studies that attempt to validate these theories; projects
have adapted versions of these methods and have reported varying
degrees of success, i.e.y, the users feel they got the job done
facter, made Less errdrs; or produced a better product [Baker 75%5;
Sasili and Turner 75%5; paley 773. Unfortunately, there has been a
minimum of real quantitative evidence that comparatively assesses
any particular methodotogy [Shneiderman et al. 77; Myers 78;
Sheppard et al. 78], This is partiélty because of the cost and
impracticality of a. valid experimental setup within a production

{("realbl-world™) environmente.

This leaves open the guestion of whether thefe is a
measurable benefit derived from various programming methodologies
.and environments with respect to either the developed product or
the development process. Even if the benefits are real, it is not
"clear that they can be guantified and effectively monitored,.
Softuare development is still too much of an art in the aesthtic

or spontaneous sense. In order to fully understand it, control
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ity and adapt it to particular applications and situationsy
scftware development must tecome more of a science in the
engineering and calculated sence. What is reguired is more

empirical study, data collection, and experimental analysis.

The purpose of the research reported in this paper is {(a) to
gquantitatively investigate the effect of methodolocgies and
programming environments on software development and (b) to
develop an.§nvestigative methodology.based on scientific
experimentation and tailored to this particular application. It
involves the measurement and anaiysis of both the process and the
preduct in a manner which is minimally obtrusive (to those
developing the software), very objective, and highly automatable.
The goal of the research was to verify the effgctiveness af a
particular programming methodology and to identify various

guantifiable aspects that could demonstrate such effectiveness.

To -this endy. a controlled experiment was conducted involving
several replicaticns of a specific software development task under
varying programming_envirohments. For each replication successive
versicns of the software under development were entered in an
historical data base which recorded details of the dévelopmen;
process and.prodUct. A host of measurements were extracted from
the data base and statistically analyzed in order to achieve the
research goats. Scme of these measurements were "confirmatory®™,
as they were planned in advénce and expected to show differences
amonyg the programming environments being investigated, while many

of the measurements were simply "exploratory."

The study involves three distinct groupings of software
developers: individual programmers, ad hoc three-gerson
programsming teams, and three-person programming teams using a
disciplined_methodetogy. The individual prbgrammers and the ad
~hoc teams were atlowed to develop the software iﬁ a manner qf
their own choosing; this is referred to as an ad hoc approach.,
The disciptined methodology referred to in this paper consists of

an integrated set of software gevelopment technigues and team
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organizations which include top—-down design, use of & process
design languagey, structured programming, code reading, and thief

pregrammer {(€ammsSe

The study examines differences in the expectency and the

—— e e A - —

predictzblility of software development behavior under the

- e D

pregramming environments represented by these groupse

The basic premise is that distinctions among the groups exist
both in the process and in the produgts. With respect to the
software development product, it is believed that the discipltined
team should approximate the single individual with regard to
‘preduct characteristics (such as number of decisions coded and
glogal datae accessibility) and a2t the very least lie somewhere
between the sinéle individual and the ad hoc team. This is
because the disciplined methodoclogy should help in making the team
act as a mentally cchésive unit during the design, coding, and
“testing phases,' With respect to the software development process,
the disciplined team shoutd have advantages over both individuals
anc ad hOC'teams, displaying superior performance on cost factors
such as computer usage and number of errors made. This is because
of the discipline itself and because of the ability to use team

members as a resource for validation.

The study”s findings reveal several programming
charadteristics for which statistically significant differences do
exist among the groups. The disciplined teams used fewer computer
runs and apparently made fewer errors during software developﬁent
than either the individual programmers or the ad hoc teams. The
individual programmers and the disciptined teams both produced
software with essentially the same number of decision statements,
but software pro&uced by the ad hoc teams contained greater
numbers cf decision statements. For no characteristic was it
concluded that the disciplined methodology impaired the
effectiveness of a_progfamming”team 6r'diminished”the guality of

the softuare procduct.
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The investigation has been conducted in a laboratory cor
preving-ground fashion, in order to achieve some statistical
significance and scientific respectability without sacrificing
prccduction realism and professional applicability. By scaling.
down a typical production environment while retaining its
important characteristics, the laboratory setting provides for 3
reasonable compromise between the extremes of
(a) "toy"™ experiments, '

“which can afford elaborate experimental designs and large
sample sizes but often suffer from a basic task that is
rather unrelated to production situations or involve a
context from which it is difficult to extrapolate or scale up
(e.g.; introductory computer course students taking
multiple-choice quizzes based on thirty-line programs),

and (b} "production environment™ experiments,

which offer a high degree of production realism by definition

- but fncur prohibitivety high costs even for the simplest and
weakest experimental designs (i.e., statistical '
experimentation requires replication, and multiple
'duptication of a2 nontrivial programming project is ctearly
expensivel.,

The experiment in this study was conducted within an academic
environment where it was possible te achieve an adeguate
experimental design and still simulate Qey elements of 2

production environmente.

_An initié[ phase of investigation has been completed and the
complete results are presented in the remainder of this paper.
Section II gives details pertaining to the experiment itself.
Section III describes the investigative methodology used to plans
execute, and znalyze the experiment. Sections IV and V present

the experiment”s results, segregated into empirical findings
'(resulting from statistical analysis of the measurements) and
intuitive judgements (resulting from interpretation of some of the
empirical findings), respectivéty; Section VI contains some '
remérks on this initial phase of investigative effort and a

discussion of further work planned for the study.
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It should be noted that the terms “methodology” and
“methoedological” (in reference to software development) are
consistently used throughout this report with a technical meaning
related to the concept of a comprehensive integrated set of
development technigues as well as team organizations, rather than
te the mecre common notion of a particular technigue or

organization in isclation.
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Il. Specifics

This section describes severastl aspects of the experiment
itself; namely, the experimental design or setupy, the experimental
environment, &ata collection and reduction (during and subsequent
to the experiment), and the programming aspects and associated

metrics (used to quantify the. experiment).
Design/Setup

The major facets of the experimental design are the
experimental units, the experimental treatment factors, the
experimentat'treatment factor Llevels, the experimental variables
observed, the experimenta{ locat controly and the experimental
management of other factors. (See [Ostle and Mensing 75; Chapter
91 for 3 thorough presentation of these facets.) An experimental
unit Js that unit to which a single treatment (which may be a
combination of several factor levels) is gpplied in one
repticétion of the basic experiment. In this casey the basic
experiment was the accomplishment of a given software development
project, and the experimental unit was the software development
teamy, ie.e.y 8 small group of people who worked together to develop
the software. There was a totat of 19 such units involved in the

exgperiment.

~In most éxperiments, attention is focused on one or more _
independent variables and on the behavior of a certain dependent
variable(s) as the indepencent varijables are permitted to vary.
These independent variables are known as experimental treatment
faétors. This exgeriment focused on two particular facets cof
so?tuare development, (1) size of the cdevelopment team and (2)
degree cof methodologicat discipline, as the experimental treatment

factorsa.

Mocet experiments involve sope detiberate differentiatl

variation in the experimental treatment factors. The wvarious
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values or classifications of the factors are known as the levels
of the experimental treatment factors. In this experiment, two
levels were selected for each factor. For the size factor, the
levels were single individuals and three-person teams. For the
degree-cof-discipline factor, the levels Qere an ad hoc approach

and a disciplineg methodology.

The experimental (dependent) variables observed censisted of
13C programming aspedts,retating to the softwazre product and
cdevelopment process. Technically, this created a whole series of
simultaneous Univariate experiments, all having the same common
experimental design and all based on the same data sample, with
one experiment for each pfcgramming aspect. The immediate goal of
én experiment is to learn something about the relationship between
the experimental treatment factor levels and the cbserved

variabtles.

which (3) experimental un1ts are obtained, (b) certain sets of
unifs are placed into groups, ahd (c) these different groups are
subjected to certain combinations of experimental factor lLevels.
Locat controt is employed in the design of an experiment in order
to increase the statistical efficiency of the experiment (or
sensitivity/power of the statistical test). Experimental Ltogal
control usually incorporates some form(s) of randomization --a
basic princip{e of experimental design-- since it is necessary for

the validity of sfatisticél.test procedures.a

For this experiment, subjects were obtained simply on the
basis of course enrcllment. Since the experiment was completely
embedded within iuo academic coursesy every student in those
courses autematicatly.particibated in the experiment. Development
"teams" were formed among the subjects: in one course, the
students were allowed to chcose between segregating themse(ves zs
individual programmers or combining with two other classmates as
three ~pPerson pregramming teams; in the other course, the students

were assigned (by the researchers) into three person teams.
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Experimental units were formed and placed into groups in this
manner because the two academic courses themselves provided the
twec levels of the second experimentat treathent factor. This
process yjelded three groups of 6, 6, and 7 units, designated AI,
ATy and DT, respectively. fach group was exposed to a partiCUlar

combined factor~lLevel treatment according to the following partial

- factorial arrangement: (AI) single individuals using an ad hoc

approach, (A7) three-person teams using an ad hoc approach, and
(DY) three-person teams using specific state-of-~the-art

methcodalogies.

The disciplined methodology 1mposed on teams in group DT
consisted of an integrated set of technigues, including top down
design of the problem sclution using a Process Design Language
(PDL), functional expansion, design and code reading, |
walk=throughs, and chief prograﬁmer and manager teams. These
technigues and or,an1zat10ns were taught as an integral part of
the ccurse that the sub;ects were taking. The course material was

ganized around [Linger, Mills, and Witt 793, [Basili and Baker
752y and [Brooks 751 as textbookse Since the subjects were .
novices in the methodology, they executed the technigues and
organizations to varying degrees of thoroughness and were not
always as successful as seasonred users of the methodology would
be.

Specifically, the disciplined methodology prescribed the use
of 2 PPL for expressing the design of the probtem solution. The
design was expressed in a top-down mahher, each lLevel representing
a solution to the problem at a particular level of abstraction and
specifying the functions to be expanded at the next level. The
PDL consisted of a specific set df structured control anad data
structures, plus an open-ended designer—defined set of operatcrs
and operands corresponding to the level of the éolution and the
particu{ar-appticatioh. Design and code reading invotved thé
critical review of each team member”s POL or code by at lLeast one
other member of the team. Walk- ~throughs represented a more

formalized presentation of an individual”s work to the pther
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members of the team in which the PDL or code was explained step by
steps In the chief programmer teams, the chief programmer defined
the tog level solution to the prcblem in PDL, designed and
imglemented the key code himself, and assigned subtasks to each of
the other two programmers who code read for the chief programmer,.'
designed or ccdea subpieces as requested by him, and performed
librarian activities (i.e., entering or revising code stored
‘on-line, making test runs, etc.)s. The manager teams were defined
in a simitar fashion, except that the manager also acted as
Librarian, writing less ccde and deing more code reading, and
yielded much greater responsibility for design and implementation

to the other members of the teame.

Each individual or team in groups AL and AT was allowed to
develop the software in a manner of their ocwn choosingy which is
referrec to in this paper as an ad hoc approach. No methodology'
wWas taught'in the course these subjects were téking. Informal
observation by the experimenters confirmed that the approaches
used by the individuals and ad hoc teams were indeed Lécking in
discipline and did not utilize the key elements of the disciplined
methodology (e.gey an individual working alone cannot practice
cocde reading, and it was evident that the ad hoce teams did not use

a FDL or formally do a top-down designl).

There are usually several extraneous factors, other than the
ones ijgentified as experimental treatment factors, which could
influence the behavior being observed. The experimental design
employed three distinct methods to control various extranéous
factors. Factors were either fixed (artifically or externally
held constant across all experimentat.units), balanced
(artificially or externaily distributed as evenly as pcssibte
among the experimental units), or randomized (allowed to vary in a
.naturakty randoem way among the experimental units). In this
experiment, a variety of programming factors which do affect
software dévelopment were given conStioUS_Considération &s
extranecus vartables and controlled as follows:

- personal ability/talent of people: randomized
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(and balanced within disciplined teams) ]

- project/task/application: fixed

- project specifications: fixed

~ implementation language: fixed

- calendar schedule: fixed

- available computer resources: fixed

- available man-hour resocurces: randomized

- available automated tools: fixed
Wherever possible, these variables were held constant by
explicitly treating all experimental units in the same manner.
Two variables, the personat ability of the participants and the
amount of actual time they (as students with other classes and
responsibilities) had to devote to the projecty could only be
allowed to vary among the groups in what was assumed to be a
random manner. Hduever, information from a guesticonnaire was used
to balance the personal ability of the participants in the
disciplined teams (anly) by first {a}.partitioning the group 0T

students into th¥eé equal<sized cét@goriésr(high, medium, Low)
'based on their grades.in previous computer courses and their
exfracurriculaf programming experience; and then (b) assigning
them to teams Dy random{y.selecting one student from each category

te form each team.

L - ——

Severat particulars of the experimental environment
contripute significantly to the context in which the experiment”s
results must be appraised. These include the time and place the
experiment was conducted, the software development project (or
appliﬁation} which served as the task performed during the
experiment, the people who participated as subjects, and the

computer programming language in which the software was written.

The experiment was conducted during the Spring 1976 semester,
January through May, within the regular academic courses given by
the bepartment of Computer Science on the College Park campus of

‘the University of Maryland.
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Several general characteristics of the project are
noteworthy. The application was a compiler, involving string
processing and language transltation (via scanning,y parsing, ccde
generation, and symbol table management). The scope of the
project excluded both extensive error handling and user
documentation. The project difficulty was slight but
nonnegligible, reguiring roughly a two man-month efforts The size
of the resulting system averaged over 1200 Linmes of high-level
(structured Llanguage) sourcé code. The total task was to design,
implement, testy and debug the complete computer software system
given a particular_sp9cification. ALl aspects of the project Were
fixed and uniform for each of the development teams. Each team
worked independently to build its ocwn systém, using identicatlt (1)
sbecifications, {2) computer rescurces sllocated, (3) duration of
calendar time alLofted, (4)‘imp{ementation tanguage, (5) testing

tools, etce.

The participants were advanced ﬁndergraduate students and
graduate students in the Department of Computer Science. None
were novice programmers, all had completed at least four semesters
of programming course work, several were about to graduate and
take programming jobs in government or industryy, and a few even
had as much as three years” professional programming experience.
On the whole, the participants might hest be described as
"advanced student programmers with a bit of professional
experiences" The experiment was conducted within the framework of
two comparable advanced elective courses, each with the same
academic prerequisites. The project and the experimentat
treatments were built into the course material and assignments,

and everyone in the two classes participated in the experiment.
.They were aware of being monitored, but had no knowledge of what
was being observed or why. A reasonable degree of homogeneity
seemed to exist among the participants with respect to persconnel
factors, sdch'as ability, experience, motivétion,'timefeffort
'devoted to the projecty etes On- the #the;.théy-were typically
average in each of these factors with natural fluctuations which

‘appeared to be evenly distributed among the experimental groups in.
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a random fashion. Based upon pre-experiment qualitative judgment,
all subjects shared a simitar background with respect to team
-prcgramming and the disciplined methodologye. However, groups Al
ancg A7 (the individuals anc ad hoc teams) seemed to have had a
slight edge over group DT (the disciplined teams) with respect to
general programming ability and formal training in the application

area.

The implementation language was fhe high=level,
non-block~structured, structured-programming language SIMPL-T
[2asili and Turnee 7613. This language was designed and developed
‘at the University of Maryltand where it is taught and used
extensively in regular Department of Computer Science courses. It
is characterized by a very simple and efficient run—-time '
environment. SIMPL~T contains the following control constructs:
sequence,_ifthehetse, whiledo, case, and exits from loagps (but no
gotos). The language adheres to a philosophy of "strong data
typing™ and all variables must be explicitly declared. It .
provides the programmer with both automatic recursion and '

string-processing capabilities similar to PL/1.

Due to the partially exploratory nature of the experiment in
terms of differences to be discovered in the project and process,
as much information was collected as could be done in an
~efficient, effective, and unobtrusive manner. A variety of
information sources was used. Indivicdual guestionnaires supplied
the personal background and programming experience of each
participant. Private team interviews and open—class team reports
yielded information fegarding-individual performance on the
projects. FRun taogs add computer account billing reports gave a
record of the compufer activity during the project. Special
modute compx&at1en and program execution processors (1nvoked
on- Line via very stight changes to the regular command language)
created an historical data base of source code and test data

_accumulated threughout the project development.
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The data base provided thke principal source of infermation
analyzed in the current investigation and other information
sources have been utilized onty in an auxiliary manner (if at
all)s. Thus, data collection for the experiments themselves was
automated on-line, with essentially no interference to the
pregrammer”s normal pattern of actions during computer (terminal)
sessions. The final products were isolated from the data base and
measured for various syntacfic and arganizational aspects of the
finished product source codes Effort and cost data were also
extracted from the data base. The inputs to the anatyéis, in the
form of scores for the various programming aspects, reflect the
quantitatively measured character of the product and effort of the
processs Much of the data recduction was done automaticatlly within
3 soec1atty 1nstrumented compiler. Some was done manually (e.gey
examjnxng characteristics across modules). Due to the underlying
coLLect10n and reduction mechanism, which was un1formal£y applied
to all experimental units, the_data used in the analysis has the
tharacteristics of objectivity, uniformity, and quantitativeness
and is measured on an 1ntervat scale of measurement [(onover 71;
Ppe 65-671].

The dependent variables studied in this experiment are called
" pregramming aspects. They represent specific isolatable and
observable features of the programming phenomenon which are highly
automatable {(i.e., they could be extracted or ccmputed directly
on-tlne-from information readily obtainable from operating systems
and compilers),  The variables fatl into two categories: process
aspects and product aspects. Process aspects are related to
characteristics of the development process itself, in particutlar,
the cost and reguired effort as reftected in the number of
computer job steps (or runs) and the amount of textual revision of
source code'during development. Product aspects are related to
the syntactic content and- organization of the symbolic source code
which represents the complete final product that was developed.

.Examples are number of lines, freguency of particular statement
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types, average size of data variables” scopey, etce For each
aspect there exists an associated metric, a specific atgorithm

which ultimately defines that aspect and by which it is measured.

The particular programming aspects examined in this
investigatich are listed in Tabie 1. They appear grouped by
category,; indented qualifying phrases specify particuliar variants
of certain generat aspects. When referring in this paper to an
individuat {sub)aspecf, a concatenation of the heading (ine with
the gualifying phrases (separated by \ symboils) is used; for 7
examgpley, COMPUTER JOB STEPS\MODULE COMPILATIONS\UNIQUE denotes the
nurper of COMPUTER JOB STEPS that were MODULE COMPILATIONS in
which the socurce code was UNIQUE from all other compiled versions.
Explanatory notes (keyed to the List in Table 1) about the |
programming aspects are given in Appendix 1, complete with
definitions for the nontrivial or unfamiliar metrics. Technical
meaningé for various system— or Languagé-depenaent_terms used in
the paper {(€eGes modute; segment, intrinsic, entry) also appear
there. Some of these words mean different things to different
geopley and the reader is cautioned against drawing inferences not

based on this paper's definitions.

The coﬁplete set of programming aspects may be partitioned
into twoc subsets based upon the motivation for their inclusion in
the studye. Several aspects —-—herezfter denoted as
coliecting and extracting the data, because intuition suggested
that they would serve well as guantitative indicators of important
gualitative characteristics of the sofware development phehomencn.
It was predicted a priori that these “confirmatory™ aspects wcutd.
verify the study”s basic premises regarding the programming
methodo{ogies'being investigated in the experimente. The remaining
mainly because they could be collected and extracted cheaply (Ceven
- as a natural by-pgroduct sometimes) along with the "confirmatory"
aspects. There was tittie serious'expectation that these

“Yexploratory"” aspects woulcd be useful indicators of differences
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Table 1. Programming Aspects

NeBa The asterisks to the teft mark “confirmatory® aspects;
“exploratory" aspects are unmarked. The parenthesized numbers
to the right refer to the explanatcory notes in Appendix 1.

*****************t***********t************
development preoccess aspects :

* |COMPUTER JOB STEPS (1)
* MODULE COMPILATIONS (2)
* UNIGUE (3}
IDENTICAL (3
* PROGRAM EXECUTIONS (%)
MISCELLANEQUS (s
* |ESSENTIAL JOB STEPS (6)
AVERAGE UNTQUE COMPILATIONS PER MODULE (7)
MAX_UNIQUE CCMPILATIONS F.AsC. MODULE (8)
* |PROGRAM CHANGES 7 (9)
*************ii***'************************-
final product aspects : ____
- fMopures T TTTOmTTmTETmTTTTTT (1)
« |seamenrs o TTTTETTT NEED
SEGMENT TYPE COUNTS : (12)
FUNCTION (11)
PROCEDURE (11)
SEGMENT TYPE PERCENTAGES - (12)
FUNCTION _ RS
PROCEDURE | (an
AVERAGE SEGMENTS PER MODULE (13}
O RINES o, (143
* |STATEMENTS 00T (15)
STATEMENT TYPE COUNTS : E%gg
* IF (18)
* CASE (19)
x WHILE _ (20)
* EXIT (21)
(PROCICALL (22)(44)
NONINTRINSIC €23)(44)
INTRINSIC (232)(44)
* RETURN {24)
STATEMENT TYPE PERCENTAGES : %%9%
* 1F ' (18)
* CASE (193
* WHILE (20)
* EXIT (21)
(PROC) CALL (22)
NONINTRINSIC (23
INTRINSIC (23)
* RETURN | (24}
* JAVERAGE STATEMENTS PER SEGMENT (25)
* |AVERAGE STATEMENT NESTING LEVEL €26)
* DECISIONS ' ’ | (27)
FUNCTION CALLS o o (22)044)
NONINTRINSIC (233 (44)
INTRINSIC (233 (44D
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ameng the groups; but they were included in the study with the
intent of observing as many aspects as possible on the off chance
of discovering any unexpected tendency or difference. The
“ccnfirmatory“ programming aspects are identified by being flagged
in Table 1 with an asterisk; the "exploratocry™ programming aspects

are unflagged.

This distinction between “confirmatory“ and "exploratory®” has
important conseguences for the evaluation of the stﬁdy’s
experiments. For the "confirmatory™ aspects, the individual
_experimentS-ére actually confirmatory, since 17t Has‘hypothesized
that the& would indicate certain differences among the groupssy
prior to conducting the experiment and extracting their scores.
But for the “exptoratory"‘aspects, whose scores were extracted
withcut any preconcieved hypothesés, the experiments are purely
exptoratorys. Thusy this study combines elements of both
confirmatory and exploratory data anatysis within one common
experimental setting.ETukef 691, fhis distinction does not
however influence the method by which the experiments themselves

wWwere conducted.

It should be noted that a larcge percentage of the product
aspects fall into the "™exptoratory™ category. A secondary
motivation for their consideration is that the product aspects, as
a unit, represent a fairly extensive taxongmy of the surface
features of software. The jdea that important software qualities
(e.g., "comptexity") could be.measureﬂ by counting such surface
features has generally been diéregarded by reasearchers as too
simplistic (eeGuy EEills 73; pe 2323). A resolve to study these
surface features empirically, to see if sometﬁing might turn up,
_befbrerrejecting the undertiying idea, was partiatly responsible

for their inclusion in the studye.

In order to avoid any inadvertant deception or
‘misundérstandingy the following issue of rédiandancy must be stated
and properly appreciated. There exist several instances of

duplicate programming aspects; that is, certain togically unigue
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aspects appear a second time with another name, in order to
provide alternative views of the same metric and to achieve a
certain degree of completeness within 2 set of related aspectse.
For example, the FUNCTION CALLS aspect and the STATEMENT TYPE
COUNTS\V(PROCICALL aspect are listed (and categorized appropriatetly}’
from the viewpoint of the various type of constructs that comprise
the impieméntation language. B2ut the very same metrics can be
considered from the unifying viewpoint of the various subtype
frequencies for segment invocations, and thus it is desirable to
include the duplicate aspects INVOCATIONS\FUNCTIONS and
INVOCATIONS\PROCEDURES as'paft cf the natural categorization cof
INVOCATIONS. Within the 137 programming aspects Llisted in Table
1, there are seven pairs of duplicate aspects (ideﬁtified in the
notes of Appendix 1), leaving 130 nonredundant aspects examined in
the study. By definition, the data scores obtained for any pair
of duplicate aspects will be indentical, and thus the same
statistical tonclusions will be reached for both aspects. This
hust be kept in mind when evaluating the results of the |

experiments in terms of their statistical impact.
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II11. Apprgach

- -

This section describes the steps in an investigative
methodology developed for the particutar praoblem of comparing
softuware development efforts under various conditions. It was
used to guide the planning, execution, and analysis of the
experimental investigations whose results are reported in this

pagere.

The investigative methodology can be characterized as an
empirical'study based on the "construction® paradigm in which
multiple subjects are closely monitored during actual "production®
experiences, each subject performing the same task, with
controtled variation in specific variables. It uses scientific
experimentation and statistical analysis based on a o
"differentiation among groups by aspects®™ paradigm in which
rossible differences among thé_grcéps, as indicated by differences
in certain quantitatively measured aspects of the observed
phenoménon, are the target of the analysis. This use of
"difference discrimination® as the'anaiyticat technigue dictates a
model of homégeneity hypothesis testing that influences nearly

EVery element of the methodology.

Note that there are other anatysis technigques that could have
been used; e.g.,.estimation of magnitude of.difference,
correlations between various aspects (across allrcombinations of
factor-levels), multivariate analysis (rather than mQLtipLe
univariate analyses in parallel), and factor analysis (breakdown
of variance) among the various aSpects; These are useful
techniqués and may be used in later phases of this research.
‘However, difference discriminaticn represents a "ffrst-cut" probe,
which hopefully will yield some information to help guide more

refiqed probes in the future.

Althdugh the methaodology is built around an empirical study

anc utilizes scientific experimentation, the actual execution of
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‘the experiments and collection of data play a small rote in the
overall methodology when compared to the planning and analysis
phasess  This is readily apparent from the Approach Schematicy
Diagram 1, which charts scme cf the relationships among the

various elements (or steps) of the investigative methodology.

The remainder of this chapter outlines and briefly describes
the overall approach by defining each step in general and
disc&ésing how the approach was applied in the research effort at
hands. Note that Sections IV and V give the specifics of the last
‘two steps of the approach —-—-statistical conclusions and research
interpretations—— as pértaining to the curreﬁt experimental

investigation.

— e e AR ——— o ——

Several questions of interest were initiated and refined so
that answers could be given in the form of statistical conclusions
and research interpretations. Questions were formulated on the
basis of several areas of interest: (1) software development
rather than software maintenance, (2) a particular set of
programming factors, (3) guantitatively measurable aspects of ;he
process and the producty (4) two particular Levels for each of the
programming factors, (5) the particular type of analysis techrnique
mentioned above, and (6) intuitive considerations and suspicions
leading to choice of a particular three-way grouping of the

facter—-tevel combinations.

The final guestions of interest culminated in the form
"purinyg software development, what comparisons bDetween the effects
of the three factor—level combinations (a) single individuals, (b)
ad hoec teams, and (c¢) disciplined teams appear as differences in
the var{ous guantitatively measurable aspects of the software
developmént process and product? Furthermo?e, what kind of
diffefenCES‘aTe exhibited and what is thé direttioh'af these

differences?"
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Diagram 1
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Since the investigative methodology involves hypothesis
teéting, it is necessary to have fairly precise statements,y cal led
research hypotheses, which are to be either supported or refuted
by the evidence. The second step in the approach was to formulate
these research hypotheses, disjoint pairs designated nutl and

alternative, from the questions of interest.

_ A precise meaning was given toc the notion “what kind of
difference.”™ The investigation considered both (a) differences in
central tendency or average value, and (b} differences in
variability around the central tendency., of observed values of the
quantifiable programming aspectse. If should be noted that this
decision to examine both location and dispersion comparisons among
tﬁe experimentat grohps brought a pervasive duality to the entire
investigation (j.e., two sets of statistical testsy two sets of
statistical results, two sets of conclusions, etc. ~—always 1in
parallel and independent of each other--), since it addresses both

o ————— . —— e i —— ——

experimental treatments.

Some vagueness was remaved regarding the size of the
particﬁ{ar'programming task by making explicit the implicit
restriction that completion of the task not be beyond the
capabitfty.of a single programmer uorking alone for a reasonable
pericd of time. Additionally, a Large set of programming aspects
were specified; they are discussed in Section 1I, Specifibs. For

each programming aspect there were similar questions of interest,

- similar research hypotheses and similar experiments cenducted in

parallel.

The schema for the research_hypothesés may be stated as "In

the context of a ane-person dd—able software development project,

there < is not | ¥s > a difference in the < location |

dispersion > of the measurements on programming aspect < X >
between individuals (AI}, ad hoc teams (AT), and disciplined teams.
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(07)." For each programming aspect “X” in the set under
consideration, this schema generates two pairs of nondirectional
research hypotheses, depending upon the selection of “is not” or
“is” corresponcing to the null and alternative hypotheses, and the
selection of “location” or 'dispersion’_corresponding to the type

cf difference.

Step 3: §£911§11£§L ¥odel

The choice of 3 statistical model makes explicit various
assumptions regarding the experimental designy such as the
dependent variables observed, the distributicns of the underlying_
populations, etc. Because the study involves a
homogeneity~of-populations problem with shift and spread
atternatives, the multi~sample model used here requires the
folilowing criteria: indépendent populations, independent and
random sampling wifhin each population, and interval scale of -
*im935urehent EConovef 71; ppe 65-671 for each programming aspect.
Atthough random sampling was not expticit[y-achieved in this study
by rigorous sampling procedures, it was nonetheless assumed on the
"basis of the apparent representativeness of the subject pool and
the lack of obvious reasons to doubt otherwise. Due to the small
sample sizes, the unknown shape of the underlying distributions,
and the partiatly exptoratory nature of the study, a nonparametr1c

statistical model was usede.

Whenever statistics is employed to “prove®™ that some
systematic effect ——in this casey 3 difference among the groups=--
exists, it is important to meaéure the risk of error. This is
usually done by reborting a sfgnificance level o [Conover 71; pe.
793, which represents the probability of deciding that a
systematic effect exists when in fact it does note In the model,
the hygothesis testing far each progrémming aspect was regarded as
a2 separate independent experiment.' As a consequence of this
'choice} the signigicénce Levei‘iS'contrulléd'aﬁd:reﬁbrted
experimentwise (i.e., on a per aspect basis). While the

assumption of independence between such experiments is not
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entirely supportable, this procedure s valid as tong as
conclusions that couple one or more of these programming aspects

are avoided or properiy gualified. In this study, statements

~regarding interrelationships amonyg aspects are made only within

the interpretations in Section V.

Step 4: Statistical Hypotheses

———— g —— -——

The reégarch hypothesés must be transi{ated into statistical[y_
tractable form, called statistical hypotheses. A correspondence,
goverened by the statistical model, exists between
application-coriented notions in the research hypotheses (e.Q.,
tyrpical performance of a prcgrammiﬁg team under the disciplined
methodology) and mathematical notions in the statistical
hypotheses (esg., expected value of a random variable defined over
the population from which the disciplined teams are a '
representative'éampte). Generally speaking, only certain
mathematical statements_invotving pairs of populations are _
statistically tractable, in the sense that standard statistical
procedures are épplicable. Statements that are not directly
tractable may be broken down into tractable (sub)components whose
results are properly recombined after haﬁing been decided

individually.

In this studyy the research hypotheses are concefned Qith
directicnal differences amoné three programming environmentse.
Since the torrespbnding mathematical statements are not direhtly
tractable, they were broken down into the set of seven statisticat
hypotheses pairs shown belows The hypotheses pair

nullz AI = AT = DT alternative: ~(AI = AT = DT)

addresses the existence of an overall difference among the groups.

- However, due to the weak nondirectional aiternative, it cannot

indicate which groups are different or in what direction a
cifference {ies..‘Standard statisticq{ practice prescribes that a
successful test for overall difference among three or more Qgrours
be focllowed by tests for pairwise differences._ The hypotheses

pairs
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nuall: AI = AT alternative: AI # AT or
Al < AT or AT < Al

nultl: AT = D7 alternative: AT # DT or
i AT < DT or BT < AT

nill: AI = 9T alternative: AI # DT or
Al < DT or BT < Al

address the existence and direction of pairwise differences
Cetween groups. The results of these pairwise comparisions were
used to explicate the overall comparison. Data collected for a
set of experiments may often be legitimately reused to "simulate"
cther closely related experiments, by combining certain samples
together and ignoring the original distinction(s) between them,

It is meaningful, in the context of this study”s experimental
design, to compare any two groups pootled against the third_since
(1> AI and AT are both undisciplined, while DT is disciplined; (2)
AT and DT are both teams, and Al is individuals; and (3) under the
assumption that d1SC1pL1ned teams behave like 1nd1V1duals ~=which
is part of the study”s basic premise=—, 0T and Al can be pooled

and compared with AT acting as a control groups. The hypotheses

pairs
nulbl: AI+AT = DT alternative: AI+AT # DT or
’ . AI+AT < BT or DT < AI+AT
nultl: AT+DT = AI alternative: AT+DT # AI or
: AT+DT < RI or AI < AT+DT
nullz: AI+DT = AT alternative: AI+DT # AT or
: AI+DT < AT or AT < AI+DT

address the existence and direction of such pooled differences,
The results of these pooled comparisons were used to corrobate the

overall and pairuise comparisons.

Thus, for any parficutar programming aspect, the research
hypotheses pair corresponds to seven different bairs (null and
alternative) of scientific hypotheses. The results of testing
each set of seven hypotheses must be abstracted and organized into
one statistical conclusion using the first research framework

discussed in the next stepe.

Step S: Research Erzmeworks
The research frameworks provide the mecessary organizationsl
basis for abstracting and conceptualizing the massive volume of

steztistical hypotheses Cand statistical results that follow) into
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& smaller and more inteliectually manageable set of conclusions.
Three separate research frameworks have been chosen: (1) the
framework of possible overall comparison outcomes for a given
prc,ramn1ng aspecty (2) the framework of dependencies and
intuitive relationships among the various programming aspects
considered, and (3) the framewcork of basic suppcsitions regarding
expected effects of the experimental treatments on the comparison
outcomes for the entire set of programming aspects. The first
framework is employed in the statistical conclusions step because
it can be applied in a statistically tractable manner, while the
_remaining two frameworks are reserved for employment in the
research interpretations step since they are not stat1st1cat£y

‘tractable and involve subjective judgement.

Since a finite set of three different programming
~environments (AI, AT, and DT) are being compared, there exists the

following finite set of thirteen possible overatl comparison

outcomes for each aspect considered:
AL = AT = DT | |

AI < AT = pT | AT < AT < DT
Al # AT = oT
AT = pT < AI < DT < AT
AT < DT = AI AT < DT < AI
AT # DT = Al _ > Al # AT # DT
DT = AI < AT AT < AL < DT
DT < AI = AT DT < Al < AT
' DT # AI = AT
AL = AT < 0T DT < AT < AT}

There is a h1erarch1cat lattice of increasing separation and
d1rect1onat1ty among these possible overall comparison ocutcaomes as
shown in Diagram 2. These thirteen possible-overall comparison
outcomes comprise the first research framework and may be viewed
as providing a complete “answer space® for the questions of
interest. It is clear that any consistent set ¢f two-way
comparisons (such as represented in the statistical hypotheses or
statistical resuLfs}'may be associated with a unique one of these
three-way comparisons., This framework is the tasis for organizing
dnc condensing the seven statistical results into one statistical

conclusion for each programming aspect considered.
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' Diagram 2.1 Lattice of Possible Directional Outcomes for Three-way Comparison

——— ——— e [ AV [y
- .

{ AI<AT=DT AT=DT<AI ) [AT<DT=AI DT=AI<AT; | DT<AI=AT AI=AT<DT ' {partially
AR N S P e ——— differentiated)

/ AI<AT<DT AI<DT<AT AT<DT<AI ATCAICDT DT<AICAT DT<ATCAL {completely
N P . ! differentiated)

T e e i r  m A R e o A o e .o e m e w - -

N.B. The circles indicate which directional outcomes correspond to the same nondirectional outcome.

Diagram 2.2 Lattice of Possible Nondirectional Outcomes for Three-way Comparison

Al = AT = BT

Al # AT = DT AT ¥ DT = AT DT # AI = AT (partially
differentiated)
AI # AT # DT : ' {completely

differentiated)
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Since a targe set of interrelated programming aspects are
being examined, it would be desirable to summarize many of the
“oer aspect" hypotheses and results into statements which refer to
several aspects simultaneously. For example, average number of
Statements per segment is one aspect directly dependent on two
other aspects: number of segments and number of statements. Other
interretationships are more intuitive, less tractable, or only
Suspected, for example, the "trade-off" between global variables
ang formal parameters., A simple classification of the programming

aspects into groups of intuitively related aspects at least

provides a framework for jointly interpreting the corresponding

statistical conclusions in light of the underlying issues by which
the aspects themselves are related. The programming aspects
considered in this study were classified accerding to a particular
set of nine higher-level programming issues (such as data variable
organization, for example); details are given in Secticn V,
Interpretive Results. This second research framework is the basis
for abstracting and interpreting what the study”s findings
indicate about these higcher~-tevel programming issues, as well as
explicitly ﬁentioning séveral individual relationships among the

pregramming aspects and their conctusions.

Since the design of the experiments, the choice of treatment
factors, ethg Qere at least partially motivated by certain
general'beliefs regarding software development (such as
“disciplined methodotogy reduces software development costs”, for
examplel, it should be possible.tc explicitly state what
comparison outcomes among the experimental treatments were

expected a priori for which prograhming aspects. A list of

- preplanned expectations (so-called "basic suppositions') for the

outcomes of each aspect”s experiment would provide a framework for

evaluating how well the experimental findings as & whole support

‘the underlying general beliefs (by comparing the actual cutcomes

with the basic suppositions across all the programming aspects).
Such a tist of basic suppositicons was cohceivéd'prior to
conducting the experiments, and it constitutes the third research

framework; details are given in Section Vy Interpretive Results.
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This framework is the basis for interpreting the study”s findings
in terms of evidence in favor of the basic suppcsitions and
general peliefs.
Step 6: Experimental Design

The experimental design is the plan or setup according to
which the experiment is actually conducted aor executed. It is
based upon the statistical model, and deals with practical issues
such as experimental units, treatment factors andg leveis,_
exgerimental local control, etc. The experimental design employed
for this study has begn discussed in considerable detail in

Section II, Specificse.

Step ?:_Collebteg bata

- ——

The pertinent data to carry cut the experimental design was

collected and processed to yield the information to which the

statistical test procedures were'applied. Some details of this

execution phase are given in Section I, Specificss.

- —— e - ——

A statistical test procedure is a decision mechanism, founded
upon general brinciptes of mathematical probability and
compinatorics and upon a specific statistical model (ieea,
reguiring certain assumptions), which is used to convert the

statistical hypotheses together with the collected data into the

statistical results. As dictated by the statistical mode ly the

statistical tests used in the study were nonparametric tests af
homogeneity of populaticons against_shift alternatives for smatl
samples. Nonparametric tests are slightly more conservative (in
rejecting the null hypothesis) than their parametric counterparts;

nonparametric tests generally use the crdinal ranks assoc1ated

. with a Linear ordering of & set of scores, rather than the scores

~themselvesy in their computational formulas. in particular, the

standard Kruskal-Wwallis H-test ﬁsiegel 56; ppe 184-1933_and
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Mann-Whitney U~test [Sieget 56; ppe 116-127] were employed in the

statistical results step., Ryan”s Method of Adjusted Significance

. Levels [Kirk 68; pp. 97, 495-4971, a standard procedure for

controlling the experimentwise significance tevel when several
tests are performed on the same scores as one experiment, was also

employed in the statistical conclusions Stepe.

The Kruskal-Wallis test is used in three~sample situations to
test an X = Y = 7 null hypothesis; its test statistic is computed
as _

H = 12*{(Rx*Rxlnx)+(Ry*RyfnyJ+(Rz*sznz)Jlt(n)*(n+1)} = 3x(n+1)
where Rx, Ry, and Rz are the respective sums of the ranks for
scores from the X, Y, and Z samples; n equals nx+ny+nz; and nx,
nys and nz are the respective sample sizes. The Mann—-wWhitney test
is used in two-sample situaticné to test an X = Y nullt hypothesis;
its test statistic is tomputed as

U = minl nx*ny + nx*(nx+1)/2 - Rx ; ny*nx + ny*(ny+1)/2 = Ry 1

where Rx, Ry, nxy and ny are defined as before.

For every statistical test, there exists a one=-to-one
mappingy usually given in statistical tables, between the test
statistic =-—whose value is completely determined by the sample
data scores—- and the critical level. The critical level &
[Conover 71; p. 811 is defined as the minimum significance tLevel
at which the statistical test procedure would allow the null
hypothesis to be rejected (in tavor of the atternative) for the
given sample datae. Thus critical tevel represents a concise
standarized way to state the full result of any statistical test
brocedure. Two-tailed rejection regions are applied for tests
invelving nondirectional alternative hypotheses, and cne~tailed

rejection regions are applied for tests involving directional

~alternative hypotheses, sc that the stated critical level always

.pertains directly to the stated alternative hypothesis. A

deC1szcn to reject the null hypothesxs and accept the alternative

is mandated if the eritical Level is low enough to be tolerated;

otherw1se'a decision to retain the null hypothes1s s made.,.
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The Ryan“s grocedure is used in situations involving multiple
pairwise comparisons, in order to properly account for the fact
that each pairwise test is made in conjunction with the others,
using the same sample datae. The individual critical levels g
obtained for each pairwise test in isolation are adjusted to
proper experimentwise critical levels §3° via the formula

87 = [C(r+1)k/23 * § |

~where k is the total number of samples; and r is the number of

(other) samples whose rank means fall between the rank means of
the particu[af pair of samples being compared. A simple "minimax"
step ——taking the maximum of the several adjusted pairwise
criticat levels, plus the overall comparison critical. lLevely which

are all minimum significance levels-- completes the procedure,

yielding a single critical level associated jointly with the

overall and pairuwise compariscons..

These tests and procedures apply straightforwardly when
differences in location are considered.s A slight modification

makes them appticable for differences in dispersion: prior to

ranking, each score value is simply replaced by its absolute

deviation from the corresponding within-group sample median
[Nemenyi et al. 77; ppe 266=-2703. It should be noted that this
mocdification results in only an approximate method_for solving a
tough statistical problem, namely, testing whether one population
is hore.variable'than another {Nemenyi et al. 77; pp. 279-28317.
The modification is not strictly statistically "kosher"™ in the
general case (it weakens the power of the test procedures and can

yield dnaccurate critical levels when testing for dispersion

differences), but every other available method also has serjous

timitations. This method has been shown to possess reascnable
accuracy as. long as the underlying distributions are fairly
symmetrical and it adapts eas1Ly tc the study”s three way

comparison situation.

_— S - ————— -

A statistical result is essentially 2 decision reached by
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applying a statistical test procedure to the set of collected and
refined data, regarding which one of the corresponding pair (nutdi,
alternative) of statistical hypotheses is‘indee¢ supported by that
datae Ffor each pair of statistical hypotheses, there is one
statistical result consisting of four components: (1) the null
hypothesis itsetf; (2) the atternative hypothesis itseif; (3) the

critical ltevel, stated as a probability value between 0 and 1; and

- (4) a decision either to retain the null hypothesis or to reject

it in favor of (i.e., accep{) the alternative hypothesis. .

By convention, the null hypothsis purports that no systematic
cdifference appears to exist, and the alternative hypothesis
purports that some systematic difference seéms to exists. The
Cthica{ level is associated with erroneousty accepting the

alternat1ve hypothesis (i.ce, claiming a systematic difference

when none in fact exits). The decision to retain or. reject is

reached on the basis of some tolerable level of significance, with
wh1ch the cr1t1cal level is compared tc see if it is low encugh.
In cases where 2 null hypothesis is rejected, the appropriate
directional alternative hypothesis (if any).is used to indicate
the direction of the systematic difference, as determined by
direct observaticn from the sample medians in conjunct1on with a

cne~tailed test.

Conventionatl practice is to fix an arbitrary significance

level (e.ge, +05 or .01) in advance, to be used as the tolerable

‘tevel; critical levels then serve only as stepping-stones toward

reaching decisions and are not reported. For this partially
exploratory study, it was deemed more appropriate to fix a
tolérab[e level only for the purpose df a screening decision
(which simply purges those results with intolerably high critical

‘levels), and to carry the actual critical Llevel along with each

'statisticat result. This unconvent1cnal practice yields

statistical results in @ more meanxng*ul and ftex:ble form, since
the significance or errcr risk of each result may be assessed

1ndzv1duatly, and results at other more stringent significance

‘tevels may be easily determined. Furthermore, the necessary.
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information is retained for properly recombining multiple related
results on an experimentwise basis in the statistical conclusions

stegce.

The tolerable level of significance used throughout this
study to sceen critical levels was fixed at under .20. Although

fairly high for a confirmatory study, it is reasonabie for a

partially exploratory study, such as this one, seeking to discover

even slight trends in the data. A critical lLevel of .20 means
that the odds of obtaihing test scores exhibiting the same degree
of difference, due to random chance fluctuations atone, are one in

fivea.

As an example, the seven statistical results for lLocation
comparisons on the programming aspect STATEMENT TYPE COUNTS\IF are
shown belows. (NeB3. The asterisks will be explained in Step 10.)

null : - alternative critical (screening)
hypgthesis hypothesis Level decigion
Al = AT = BT -(Al = AT = DT) «06305 reject
Al = AT Al < AT <0465 reject
AL = DT AI # DT >.9999 retain
- AT = DT DT < AT «0111 reject
AI+AT = DT DT < AI+AT 3824 reject *
AI+DT = AT AL+DT < AT «008% reject
AT+DT = Al AT+pT £ Al «3352 retain *

Okserve that the stated'decisibns simply reflect the application
of the .20 tolerabte Level to the stated critical levels. Results
uncer more stringent levels of significance can be easily '
determined by simply applying a lower tolerable Level to form the
décisions; Eeley at the .05 significance lévet, cnly the Al < AT,
DT < ATy and AI+DT < AT alternative bybotheses would be accepted;

'only the AI+DT < AT hypothesis would be accepted at the .01 Level.

Step 710: Statistical Conclucicns

e e —— . A o= o

The volume of statistical results are crganized and condensed

intc statistical conclusions according to the prearranged research

framework(s). A& statistical concluson +s an abstractian of

several statistical results, but it retains the same statistical
character, having been derived via statistically tractable methods

and possessing an associated critical level.




TR~688  Section III 35

Specifically, the first research framework mentioned above
was employed to reduce the seven statistical results (with seven
individual critical levels) for each programming aspect to a
single statistical conclusion (with one overall critical level)
for that aspect. The statement'portion.of a statisticat
conclusion is simply one of the thirteen possible overall
comparison outcomes. Each overall comparison outcome is

associated with @ particular set of statisticat results whose

‘outcomes support the overall comparison outcome. in a natural way.

For example, the DT = AI < AT conclusion is associated with the
following results:
reject AL = AT = DT in favor of ~(AI = AT = pT),
| AT in favor of AL < AT,
DT, T
DT in favor of DT < AT, and
reject AI+DT = AT in favor of AL+DT < AT.

reject Al

fl

retain Al

reject AT

Since the other tuo'comparisons (AI+AT versus AT, AT+DT versus AI).

are in a sense orthogonal. to the overall ctomparisomn outcaome

DT = Al < AT), their results are considered irretevant to this

conclusion. The chart in Diagram Z shows exactly which results
are associated with each conclusion: the relevant comparisons, the
nutl hypotheses to be reta1ned, and the a[ternat1ve hypotheses to
be acceptecd. The cther portion of 3 statistical conclusion is the
critical level associated with errcneously accepting the statement
portion. It is computed from the individual critical levels of

certain germane results.

£ simple deterministic algorithm, based on the chart in ‘
Dieagram 3, was uSed.tO generate the statisticat conclusicns (and
compute the overall critical level) automatically from the
statistical results. Ffor each programm1nq aspect, the atgcr1thw
compdred the actual results obtained for the seven stat1st1ca[
hypotheses pairs with the results associated with each conclus:on,
searching for a match. Ryan”s procedure was used to preperly
combine the individual critical levels for the cverall result and
the relevant pairwise results, by adjusting them via the formula

and then taking their maximum. The critical levels for the
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relevant pooled results were factored in via a simple formula
based on the multiplicative rule for the joint probability of

independent events.

Continuing the example started in Step 9, the statistical
reSults shown there for Llocation comparisons on the STATEMENT TYPE
COUNTS\IF aspect are reduced to the statistical conclusion
DT = Al < AT with 0780 critical Llevel overall. The five results
nct marked with an asterisk in Step 9 match the five results
associated above uitﬁ the 0T = Al < AT outcome. (Note that the
other two marked results represent comparisons which are
irrelevant to this conctusion.) The .0465 and L0111 critical
levels for the two pairwise cdifferences are adjusted to .0697 and
.0332, and the maximum of those adjusted values plus the .0630
overall difference critical tevel is .0697. The relevant pooled
comparison critical level of .0089 is factored in by taking the
complement of the prdduéts cf the complements: '

1 = [C1 = .0657)*C1 - .008%)3 = .3780

Thus, the statistical conclusions are in one-to-one
correspondence with the research hypotheses and provide concise
answers on a “per aspect® basis to the guestions of interest.
Further details and comptete tisting of the statistical

conclusiqns for this study are presented below in Section 1V.

fis

anz

Step 11: Research Interpretat

~The final step in the.approach is to interpret the
“statistical conclusions in view of any remaining research

- fremework(s)y the researchers” intuitive and professional
expectations, and the work of other researchers. These research
interpretations proﬁide the opportunity to augment the objective
findings of the.study with the researcher”s own subjective
'judgments_and interpretations. The second and third research
framewsrks menticned sbove --namely, the intuitive relationships
among the'ﬁarious'programmihg aspects and the basic suppositions:

governing their expected outcomes—- were considered important.




TR-688 Section ilg

LA
X

However these particular research frameworks tan only be utilized
for the research ihterpretations, since they are not amenable to
rigorous manipulation. Nonetheless, within these frameworks wh1ch
are based upon intuitive understanding about the programming
aspects and software development environments under consideration,
the study bears some of its most interesting results and
implicationsa. Complete details and discussion of the research

1nterpretat1ons of th1s study appear in Section V.
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IV. Cbjective Results

—— - ———— —— v ———

This section reports the objective results of the study,
namely, the statistical conclusions for each programming aspect
considered. The tone of discussion here is purposely somewhat
disinterested and analyticaly, in keeping with the empiricat and
statistical character of these conclusions. AlLl interpretive

discussion is deferred to Section Ve

Each statistical conciusion is expressed in the concise form

of a three-way comparison outcome “equation.® It states any

-observed differences, and the directions thereof, among the

programming environments represented by the three groups examined
in the study: ad hoc individuals (AI), ad hoc teams (AT), and
disciplined teams (DT). The equality Al = AT = DT expresses. the
nutl conclusion that there is no systematic difference among the
GroupsS. An inequélity,.e.g;, Al k AT = DT or, DT <€ AI < AT, '
expresses a non-null (or aiternative) conclusion that there are
certain systematic difference(s) among the groups in stated
direction(s). A critical level (or risk) value is also associated
with each non-null (or alternative) conclusion, indicating its
individual relijability. This value is the probability of having
erroneocusly rejected the null conclusion in favar of the

alternative; it also provides 3 relative index of how pronounced

the differences were in the sample datae

The remainder of this secticn consists of (a) presenting the
full set of conclusions, {b) evaluating their impact as a whole,
(c) exposing & “relaxed differentiation™ view of the conclusions,

(d)} exposing a "directionless”™ view 0f the conclusions, and (el

_individually hightighting a few of the more noteworthy

conclusions.

" Presentation

P - A LT

Instances of non-nuitl (or alternative) conclusions indicating
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some distinction among the groups on the basis of a3 particular
programming aspect are listed by outcome in Tables 2.1 {(for
location comparisons) and 2.2 (for dispersion comparisons). A
complete itemization of these distinctions, in English prose form,
appears in Appendix 2. The compitete set of statistical
conclusions for both location and dispersion comparisons appears

in Table 3'arranged by programming aspect.

Examination of Tabte 3 immediately demonstrates that a large
- number of the prégramming aspects considered in this study,
especially product aspects, failed to show any distinction between
the groups. This low "yield"™ is not surprising, especially among
preduct aspects, and may be attributed to the partially _
exploratory nature of the study, the small sample sizes, and the
general coarseness of many of the aspects considereds The issue
cf these null outcome occurrences and their significance is

treated more thoroughly in the next subsection, Impact Evaluation.

It is worth noting, however, that several of the nuil
conclusions may indicate characteristics inherent to the
application itself. As one examples the basic symbol=-table/scan/
parselcode-generation nature of a compilter strongly influenceé the
way ihe system is modularized and thus practically determines the
number of modules in the final product (give or take some

occassional slight variation due to other design decisionsl.

These statistical conclusions have a certain objective
character —--since they are statistically inferred from empirical
data—? and their cocllective impact may be objectively evaluated
according to the following statistical principle [Tukey 6%, pe.
84-851., Whenever a series of statistical tests (or experiments)
are made, all at a fixed level of significance (for example, 103,
& caorresgonding percentége {in the examplé; 10%) of the tests are
expected a priori to reject the nult hypothesis in the complete

absence of any true effect (i.e., due to chance aloneld. 'This
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Table 3. Statistical Conclusions

N.B. A simple pair of egual signs ( = = ) appears in place of thg null
outcome AI = AT = DT in order to avoid cluttering the table excessively.
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! ! | location [ dispersion i
: | programming aspect | comparison :critical| comparison :criticall
| I : [ outcome : level | outcome i level |

| ***********************'ﬁ**************************************i—***************************
|development process aspects : | : ]

- == p— P — | s=za=m===s=T=s

| COMPUTER JOB STEPS | DT < AY = AT : 0.0036 | = = s i
| MODULE COMPILATIONS | DT < AL = AT : 0.0223 | = = : |
| UNIQUE ' | DT < AT = AT : 0.0110 | = = : |
| IDENTICAL | = = : f = = s |
| PROGRAM EXECUTIONS | DT < AT = AT : 0.0221 | = = : ]
| MISCELLANEOUS | DT < AT = AT : 0.1445 | AT = DT < AI : 0.0775 I
| | = : [ == e fmm——————
|ESSENTIAL JOB STEPS | DT ¢ AT = AT : 0.0037 | = = : |
| AVERAGE UNIQUE COMPILATIONS PER MODULE | DT < AI = AT : 0.0883 | = = : I
|MAX UNIQUE COMPILATIONS F.A.0, MODULE | DT < AI = AT : 0.1180 | DT < AI < AT : 0.0314 }
T S S OO T T T DT EERER=== = | =====s=smsasm = === | == SRETEEEZIS I SSSS=E=SSS
| PROGRAM CHANGES . | DT < AI < AT : 0.1848 | = = : |

****************#**i******************‘****************************************************
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| FUNCTION CALLS ; = =

| NONINTRINSIC I = =

| INTRINSIC ! = =
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|AVERAGE TOKENS PER STATEMENT I
|

FUNCTION
NONINTRINSIC
INTRINSIC

PROCEDURE
NONINTRINSIC
INTRINSIC

NONINTRINSIC

INTRINSIC

AT
AT

=]
=]

Al AT

Al

mawwnuuh

Al AN RN HED

AT

o
H
9
=3
e AAlE NN
e
-
A NN 808 nA

|
| |
| |
i |
I !
| |
| |
| |
] [
| - |
]JAVG INVOCATIONS PER (CALLING) SEGMENT i
| FUNCTION i
| NONINTRINSIC !
f INTRINSIC |
[ PROCEDURE {
| NONINTRINSIC |
[ INTRINSIC |
] NONINTRINSIC |
| INTRINSIC i
| ]
i |
i i
i !
| |
]
]
|

AI AT 0.0653

0.1699

Bnnnmnwun
A8 nmnwan
WA nmnn
a8 0w nwann

0.1699
0.1936

AVG INVOCATIONS PER (CALLED) SEGMENT
FUNCTION

AT : 0.0435
PROCEDURE H

AN R BN

DATA VARIABLES

ATA VARIABLE SCOPE COUNTS :

=]

|  GLOBAL AI = AT < DT
| ENTRY
| MODIFIED
l UNMODIFIED
[ NONENTRY
MODIFIED
UNMODIFIED
MODIFIED
UNMODIFIED
NONGLOBAL
PARAMETER
VALUE
REFERENCE

LOCAL

=]
=]

BB wE ms se % A% A E% B 4 0 4 me e

Al AT

46 46 4v #6 se 29 ee e

Al AT DT : 0.1061

)
H

A1 AT

AT AT pT

A m®eA 8w A
(S L e IO IO I A IO IO T 1}
AN D #H® 84 B0 0808
BonEANE NN h e

-

DATA VARIABLE SCOPE PERCENTAGES :
GLOBAL
" ENTRY

|
|
i
!
!
|
I
|
|
|
[
|
i
|
i
i
f
i
|
| BT
|
MODIFIED |
‘ !
I
|
[
|
i
|
i
i
i
]
i
;
|
|
|
]
!
[
[
|

Al AT

!

|

I

|

|

!

|

|

|

!

;

i

f

!

I UNMODIFIED
| NONENTRY

| MODIFIED DT < AI = AT : 0.0218
| UNMODIFIED
i MODIFIED

] UNMODIFIED

i NONGLOBAL

I PARAMETER

f VALUE

J REFERENCE
|

J

I

[

!

|

|

i

i

|

I

LOCAL

0.0750
0.0557
0.0943
0.152¢

AT
AT
AT
AT

DT
DT
DT
DT

AT
Al
Al
AT

g
(=]

AT

o
=

SP OPE NE 7 S S8 48 wh S0 40 ap S W6 b4 er SP SP S0 SR SF BE S0 S BE SR 4N aa
HBAAADSH DY A

WA WA
It

AN d N 00 nawnnh

o
]

BdAnn g0 unan

w
H

DT

B S8 SR RE sE K4 Ew SE S8 4% B4 B EE B B 4 BN F 4k 48 B

AVERAGE GLOBAL VARIABLES PER MODULE
ENTRY
NONENTRY
MODIFIED
UNMODIFIED

ATl AT

Honpen

LI I ]
A nnmn

o B nun

AVERAGE NONGLOBAL VARIABLES PER SEGMENT
PARAMETER
LOCAL

kS
H

oAl
b
=]

Hnn
=)
=
[=]
MR
-
.
o

[ LI TR PR T R



TR-688 Table 3 continued 45

| PARRMETER PASSAGE TYPE PERCENTAGES :
| VALUE
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expected rejection percentage provides a comparative index of the
true impact of the test results as a2 whole (in the example, a 25%
actual rejection percentage would indicate that a truely

significant effecty, other than chance alone, was operativel.

The point here may be diliustrated in terms of simple
coin-tossing experiments. The nature of statistics itself
dictates that, out of a series of 100 separate statistical tests
of a2 hypothetically fair coin at the .05 significance tevel,.
roughly 5 of those tests would ncnetheless indicate that the coin
was biased; if only 6 out of 100 tests of a real coin indicate
bias at the .05 Level, those six results have very Little impact
since the coin is behaving rather'unbiasedlf cver the full set of

testise.

This same “"multiplicity™ principle applies to the statistical
conclusions of the study, since they represent the outcomes of a
series of separate tests and were assumed in the statistical model
to be separate experiments.' It is asppropriate to evaluate the
Locatian and dispersion results separately, since they reflect two
separate issues (expectency and predictability) of software
development behavior. Similarly, it is also appropriate to
evatuate the process and product results separately. Finatly, it
is only fair to evaluate the “confirmatory“ aspects as & distinct
subsét of all aspects examined, since they alone had been honestly

considered prior to collecting and analyzing the data. .

The details of this impact evaluation for the study”’s
objective results, broken down into the appropriate categories
identified above, are presented in the following table. The
evaluation was performed at the a=.20 significance tevel used for
screening purposesy hence the expected rejection percentage for
ény categofy.uas 20%a For each category of aspects, the table
gives the number of (nonredundant) programming aspects, the
éxpected (rounded to whole numbers) and actual numbers of
rejections {of the null conclusion in favor of a directional

alternative), and the expected and actual rejectiqn percentages.
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An asterisk marks those categories demonstrating noticable
statistical impact (i.e., actual rejection percentage well above

expected rejection percentage).

number |expecte.iactual jexpect.}jactuat
catecory of num. ofinum. of}lreject.jreject.
aspectsirejectsirejectelpercentipercent
------------------------ b o o o e e o
location : 130 2& 32 20.0 24 o&
process 10 2 9 20.0 ¢0.0 |~
confirmatory only 4 1 & 200 100.0 | =
product 120 24 23 26.0 162
confirmatory only 29 o) 12 20.0 1.3 |
confimatory only 35 7 18 20.0 S1eb |*
——————— e e
dispersion 130 26 32 20.0 2hab
process 1C 2 2 20.0 200
confirmatory onty & 1 0 208 0.0
product 120 24 zn 20.0 25 0
confirmatory only 2e & 2 20.0 31.0 1=
confirmatcory only 35 7 @ 200 25 .7
------------- e o s s i s o e o 2 e

The table shouws. that the deation resuits, dealing with the
expectency of software development behavior, do have statistical
impact in several subcategories. Process aspects have more impact
than product aspects on the whole, but when tempered by
consideration of the distinction between "confirmatory®™ and
“"exploratory™ aspécts, the'study's location reults bear strong
statistical impact for both process and product. They are better
explained as the consequence of some true effect related to the

experimental treatments, rather than as a random phenomenon.

It is also clear from the table that the dispersion results,
dealting with thé-predictability of software development behavior,
have Littlte statistical impact in general. This is due primarily
to the diminished power of statistical procedures used to test for
dispersion differences, compounded by the small sample sizes
involved and the coarseness of many of the programming asoects
themseilves. The Llack of strong statistical impact in this area of
the study'doés nogt mean that the dispersion issue is unimportant
dr undeserving of research attention, but rather that it is "a
tougher nut to crack"™ than the Location issue. The study s
dispersion results are still worth persuing, however, as possibtle
ﬁints of where differences might exist, provided this_disclaimer

recarding their impact i3s3 heeded.
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As described in Section 1II, the research framework of
possible three-way comparison ocutcomes provided the basis for
converting the statistical results intoc the statistical |
conclusionss This framework has twe inherent structural
characteristics that may be exploited to make additional
observations regarding the statistical conclusions. These
structural characteristics énd the supplemental uieus'of the
conclusions that they afford are described here and in the next

subsectione.

Specificatly, the first structural characteristic is that
each completely differentiated outcome is related to a specific
pair of partially differentiated outéomes, as shown in the lattice
of Diagram 2.7. For example, AI < AT < DT, a completely

differentiated outcome, naturally weakens to either AI < AT = DT

or AI. = AT < DT, two partialty differentiated outcomes.

Fach completely differentiated outcome consists Qf three
pairwise differences (AI < AT, AT < DT, AI < DT in the examplel,
.uhile each partially differentiated outcome consists of only two
pairwise differences plus one pairwise eguality (AI < DT, Al < AT,
AT = DT and AI < DT, AT < DT, AI = AT in the example). The
“"outer"™ gifference of the completety.diffefentiated outcome
(AI < DT in the exaﬁple) is common to both partially
different{ated outcomesy while each partially differentiated
outcome focuses attention on one of the two "inner™ differences
(RI < AT and AT < DT in the exampie) to the exclusion of the other
“inner®™ difference which is "relaxed" to an equality. Within a
statistical environment or model which places a premium on
claiming differences instead of equalittes, a partially.
differentiated outcome is a safer statement, containing Lless
error-pgrone informétign than a completely differentiated ocutccme.
'ance these cutcomes represent statistical conclusions, the same
data scores which support a completely differentiafed outcome at a

certain criticat level also support each of the two related
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partially differentiated ocutcomes at lower critical levels.

Thus, every completely d{fferentiated conclusion may also be
considered as two (more significant) partially differentiated
conclusions, each of these three conclusions having equal and
complete statistical legitimacy. The "outer™ difference of &
completely differentiated conclusian is, of course, stronger than
either of its two “inner™ differences; but the strengths of the
two "inner™ differences (relative to each other) will vary in
.accordance with the data scores and indeed are reflected in the
sicnificance levels of the two corresponding partially
differentiated conclusicns (relative to.each other)s. Tables 4,1
and 4.2 give the details of this "relaxed differentiation"
anatlysis for each of the completely differentiated conclusions
found in the studys and an English paraphrase appears in Appendix
. ALL of the partially differentiated conclusions listed in
these tables should be added to those presented in Tablies 2 and 3;
“they deserve full consideration in any analysis or interpretation
cf the study” s findings. - Howevery in the case that ohe of a
partially differentiated pair is noticeably stronger than the
other, ft is fair to consider only the stronger one for the
purpose of analysis or interpretation dealing primarily with
partially differentiated outcomes, since the study is mainly
ctoncerned with the most pronounced difference afforded by each

aspect”s data scores.

A BPirectionless View

The second structural characteristic of the possible outcome
framework is that the oﬁtcomes may be classified into another
clesely related set of directionless outcomes, as Shown in the
lattice of Diagram 2.2. For example, AI < AT = DT and '

AT = DT < AI, two directional partially differentiated ocutcomes,
both cafrespond td Al # AT = DT, a nondirECticqaL partially
differentiated cutcome. ALL siXx of.the'directicnal'COmptéfe{y
differentiated cutcomes correspond to the single nondirecticonal

completely differentiated cutcome AI # AT # DT,
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Table 4.1 Relaxed Differentiation for Location Comparisons

kkhkkkhkkhkdrkhhhhhRhhkhkdr bbb hkddtrhrkrbdb bbb ddkdrbahbbhhdrbrbhkhkdrdrtrdihdrdh bbb irhidhint

! completely | partially
differentiated | differentizted |
|
f

|
comparison :criticall comparison :criticall
| outcome : level | outcome : level |
Ak hkkkkRhkkhtthhhhkrdhkkrhk A XA A X bR AT rrhbdhh kbbb khthkbhrdhhtdhdthrttrrrrhbhd bbbkt ri

| i

I

programming aspect ] conclusion ) ] - conclusions
|
|

I
]
|
[
|
!
*
!
|
[
I
f
I
f
!

AT = DT < AI : 0,1132

| PERCENTAGES \ ENTRY \ MODIFIED
| ' : :

FhERkEhkkkdhkdk kb bk hhdh bkt Rd IR IR AR AT AT kT b b d AT LA IR F kI hd Rtk hd bbbk hkkdn

PROGRAM CHANGES | DT < A1 < AT : 0.1848 | DT < AT = AT : 0.0037 |

| 3 | DT = AT < AT : 0.,1846 |

| : | : i

LINES | AT < DT < AT 2 0,11%94 | DT = AI < AT : 0.0617 |
| : | AT < AT = DT ¢ 0.1132 |

i HE | : |

(SEG,GLOBAL) USAGE RELATIVE | AT < DT < AI : 0.1173 | AT < DT = AI : 0.0826 |

| PERCENTAGES \ ENTRY | : | AT = DT < AI : 0.1111 |
| f : o 3 |
| (SEG, GLOBAL) USAGE RELATIVE ] AT < DT < AI = 0.1232 | AT < DT = AI : 0,1132 |
! H i i

| !

%*

LT Y R LR R e i T it T I I R P L T ey

i completely | partially
differentiated | differentiated

i
programming aspect . ! conclusion | conclusions
| |
| comparison :critical| comparison :critical

|
i
i
|
|
l i outcome : level | cutcome : level

|

|

I

{

|

EE R A LIS RS LSS REASS R AR L RR LS LSRR R SRR YRS EEERSSR SRS ISR R LS AR R R LS LR S g
| | : l : I
|MAX UNIQUE COMPILATIONS F.A.O. MODULE | DT < AI < AT : 0.0514 | DT < AI = AT : 0.0036 |
I l : | DT = AT < AT : 0.0511 |
| . | : i : ]
| STATEMENT TYPE COUNTS \ RETURN | D ¢ AT < AT : 0.1398 | DT = AI < AT : 0.0035 |
i | : | DT < AT = AT : 0,1395 |
| : i : | s i
{ (SEG, GLOBAL) POSSIBLE USAGE PAIRS | AT ¢ DT < AT : 0.0523 | AL ¢ AT = DT : 0,0207 |
f i : | DT = AI < AT : 0.0511 |
f | : | : - |
| (SEG, GLOBAL) POSSIBLE USAGE | AI < DT < AT : 0.1727 | AI < AT = DT : 0.1167 |
{PAIRS \ NONENTRY \ UNMODIFIED | : | DT = AI < AT : 0.1561 |
| i : | : !
*

kkkkkddhdhddhhhdhr bk kdrdrdhhkrrhhkrhrhdrkri kb rrrrdrhhhkrkdhdbdhrkkdhhtrrrhdrrrrrhethn
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By emphasizing only the observed distinctions between the
grcugsy these directionless cutcome categories focus attention on
the original research issue of how observable programming aspects
reflect differences among the three programming environments. In
particular, there are three nondirectional partially
differentiated outcomes (each of the form "one group different
from the other two which are simitlar"), and it is noteworthy to
observe just what set of programming aspects supports each of
these pasic distinctions. It is fairly easy to coalesce the
directionat distinctions from Table 2 into the directionless
categories by eye, but 2 complete itemization of directionless
distinctions is provided in Appendix 4. It is interesting to ncte
thaty for location comparisonsy the directionless distinctions
segregate cleanly along the proctess versus product dicctomy lLine:
all of the preduct distinctions fall into the AI # AT = DT and
AT # T = Al directionless categories, while all of the process .

distinction fall into the DT # Al = AT directionless category.

e A M i e

The purpgeose of this concluding subsection is simply toc draw
attention to what seem to be the “top ten"™ (or so) most noteworthy
conclusions from among the study”s objective resultss These
conclusions are interesting individually, either because the
programming aspect itself has general appeal or because the
differénce in behavior expectency or predictability is well
pronounced {as indicated by a low criticaL significance Level) in

the experimental sample data.

T e e G

1« According to the DT < AI = AT outcome on the COMPUTER JOB
STEPS aspecty the discipliﬁed teams used very noticeably
fewer computer job steps {i.é., madule compilations, program
éxecufions, or miscellanecus job steps) than both the ad hoc
individuals and the ad hoc tezms. | '

2. This same difference was apparent in the total number of

module compilations, the number-of unigue (i.es.y not an
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Be

9.

L ]
J

identical recompilation of a previously compiled module)
module compilations, the number of pregram executions, and
the number of essential job steps (i.e., unique module
compilations plus program executions), according to the

DT < AI = AT cutcomes on the COMPUTER JOR STEPS\MODULE
.CDNPILATIONS, COMPUTER JOB STEPS\MODULE COMPILATIONS\UNIQUE,
COMPUTER JO0B STEPS\PROGRAM EXECUTIONS, ancd ESSENTIAL JOB

:STEPS aspects,y, respectivelye.

According to the DT < AI = AT outcome on the PROGRAM CHANGES
aspect, the disciplined teams required fewer textual
revisions tc build and debug the software than the ad hoc
individuals and the ad hoc teams.

There was a definite trend far the ad hoc individuals to have
‘produced fewer total symbolic lines (includes comments,
compiler directives, statements, declarations, etce) than the
disciplined teams who produced fewer than the ad hoc teams,
according to the Al < DT < AT ocutcome on the LINES aspect.

According to the Al < AT = DT outcome on the SEGMENTS aspect,
the ad hoc. individuals crganized their software into
noticeably fewer rcutines (i.e., functions or procedures)
than either the ad hoc teams or the disciplined teams.

The ad hoc individuals displayed a trend toward having a
greater number of statements per routine than did either the
ad hoc teams or the disciptined teams, according to the
AT = DT < AI outcome en the AVERAGE STATEMENTS PER SEGMENT
aspecte

According to the DT = AI < AT gutcomes on the STATEMENT TYPE
COUNTSNIF and STATEMENT TYPE PERCENTAGE\IF aspects, beoth the
ad hoc individuals and the disciplined teamS'code&.noticeably
fewer IF statements than the ad hoc teams, in terms of becth

total number and percentage of total statements.

According to the DT = Al < AT cutcome on the DECISIONS aspect,

both the ad hoc individuals and the disciplined teams tended
to code fewer decisions (iceey IF, WHILE, or CASE statements)
than the ad hoc teams. .

Both the ad hoc teams and the disciplined teams declared a

"noticeably lLarger number of data variables (i,e., scalars or
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arrays of scalars) than the ad hoc individuals, according to
the AI < AT = DT outcome on the DATA VARIABLES aspect.
-Acecording to the AT = DT < Al outcome on the DATA VARIABLE
SCOPE PERCENTAGES\NONGLORAL\LOCAL aspect, the ad hoc
individuals had a larger percentage of local variables
compared to the total number of declared data variables than
either the ad hoc teams or the disciplined teams.

There was a slight trend for both the ad hoc individuals and
the disbiptined.teams to have fewer potential data bindings
[stevens, Myers, and (onstantine 74] (iese., occurrences of
the situation where a global variable could be modified by
cne segment and accessed by another due to the scftware”s
modularization?) than the ad hgc teams, accérding to the

DT = Al < AT outcome on the (SEG,GLOBAL,SEG) DATA BINDINGS\
POSSIBLE aspect.

- e

There was a3 noticeable difference in variabitity, with the.

disciplined teams less than the ad hoc individuals iLess than
the ad hoc teaﬁs, in the maximum number of unigue -
compilations for any one module, according to the

DT < Al < AT cutcome on the MAX UNIGUE COMPILATIONS F.A.O.
MOPULE aspecte

The ad hoc¢ individuals exhibited noticeably greater variation
than either the ad hoc teams or the diSCiplined'teéms in the
numpber of miscellaneous job steps (i.e., auxitiary
compilations or executions of something other than the final
software project), according to the AT = DT < Al outcome on
the COMPUTER JOB STEPSVMISCELLANEQUS aspect.

According to the DT = AI < AT cutcome on the AVERAGE SEGMENTS
PER MODULE aspect, the ad hoc individuals and the disciplined
teams both exhibited noticeébty tess variation in the average
number of routines per module than the ad hoc teams.

According to the DT = Al < AT cutcomes on the STATEMENT TYPE
COUNTS\RETURN and STATEMENT TYPE PERCENTAGES\RETURN aspeécts,
the ad hoc teams showed rather noticeably greater variability
in the number (both raw count and normalized percentage) of
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RETURN statements coded than both the disciplined teams and
the ad hoc individuals.

In the number of calls to programmer-defined routines, the ad
hoe individuals displayed noticeably greater variation than
both the ad hoc teams and the disciplined teams, according to
the AT = DT < Al outcome on the INVOCATIONSANONINTRINSIC
aspect. _

According to the DT < AI = AT gutcome on the DATA VARIABLES
SCOPE PERCENTAGES\GLOBAL\NONENTRY\MODiFIED aspect, the
disciplined teams displayed noticeably smalier variation than

either the ad ho¢ individuais or the ad hoc teams in the

. percentage of commonplace {i.e., ordinary scope and modified

during execution) global variables compared to the total
number of data variables declared.

The ad hoc individuals displayed noticeably less variation in
the number of fcrmal parameters passed by reference than both

~ the ad hoc teams and the disciplined teams, acc¢ording to the
AL < AT = DT outcome on the DATA VARIABLE SCOPE COUNTS\
NONGLOBAL\VPARAMETER\REFERENCE aspects

According to the AI < pT < AT cutcome on the (SEG,GLCSAL)
POSSIBLE USAGE PALRS aspecf, there was 3 noticeabte
difference in variability, with the ad hoé individuals tess
than the disciplined teams less than the ad hoc teams, for
the total number of possible segment-glokal usage pairs
 €i.e., cccurrences of the situation where a global variable
could be modified or accessed by a segment).

According to the DT = Al < AT ocutcome on the (SEG,GLOBAL,SEG)
DATA BINDINGS\POSSIBLE aspeét, the ad hoc teams tended toward
greater variability than either the ad hoc individuals or the

disciplined teams in the number of potential data bindings.
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This section reports the interpretive results of the study,
namely the research interpretaticns based on the concilusians
presented in Section IV. The tone of discussion here is purposely
somewhat subjective and opinionated, since the study”s most
important results are derived from interpreting the experiment”s
immediate findings in view of the study”s overall goals. These
interpretations alsoc express the researchers” own estimation of
the study”s implications and general import according to their

professional intuitions about programming and software.

_ The interpretations presented here are neither exhaustive nor
unigues They conly tobch upon certain overall issues and generally
aveid attaching meaning-to.or giving éxplanation for individual
aspects or outcomes. It ig anticipatéd_that the reader and other
researchers might formulate additional or atternative
interpretations of the study”s factual findings, using their own

intuitive judgments.

Tuo distinct sets of research {nterpretations are discussed
in the remainder of this section. The first set states general
trends in the conclusions according to fhe basic suppositions of
‘the study. - The second set states general trends in the
conclusions based dn classifications which reflect certain
abstract programming notions (e.g., cost, modutarity,.dafa

organizations, etca.).

—— e -

The study”s basic suppositions are a set of the simplest a
pricri expectations (or "hypotheses™) for the outcomes of location
ang dispersion comparisons on process and product aspectse. 'Theyj

are stated in the fdllowiﬂg_:ab{e:
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Basic Suppositions cn Location and Dispersion
Comparisons
--------------------- G e ———
for Process Aspects | PT < AI = AT |
--------------------- e ———————— e ——
for Product Aspects | DT = AI < AT or AT < DT = Al |

_____________________ i e e e et i e e e i . o e A . o o . o o o e

The basic suppositions are founded upon certain general
beliefs regarding software development, which had been formutated
by the researchers priocr to conducting the experimente. The
principal beliefs are that

€al methodo(ogical discipline is the key influence on the
general efficiency of the process itse(f,

(o) the disciplined methodology reduces the cost and
complexity of the process and enhances the
predictability of the process as well,

(c) the preferred direction of both location and dispersiaon
differences-on'bfocess aspects is clear and undebatable,
.dhe to the tangibleness of the process aspects
themselves and the_direct applicability pf expected
values and variations in terms of average cost estimates
and tightness of cost estimates,

(d) "mental cohesiveness™ (or conceptual integrity [Brooks
75; ppe. 41-503) is the key influence on the general
quality of the.produét itsetf,

(e) a programming team'is naturatly burdened (relative to an
individual programmer} by the orgaﬁizationai overhead
and risk of error-prone misunderstanding inherent in

"boordinating'and interfacing the thoughts and efforts of
those on the team, |

(f) the disciplined methodology induces an effective mental

' CohesiueneSs, enabling a programming team to behave more
like an individual programmer with respect to conceptual
control over the program, its design, its structure,
€tCey because of the discipline”s ahtiregressive,
cqmptekity-céntrqlting Ceelady and Lehman 76; p. 2453
effect that compensatéS'for the inherent arganizatiocnal
cverhead of a team, and

{3) the preferred_direction cf both location and dispersion
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differences on prodguct aspects is not always clear
(occasionally subject to diverging viewpoints), due to
the intangibleness of many of the product aspects and a

general lack of understanding regarding the implication

of dispersion compariscns themseives for product

aspectse.

Against the background of these general beliefs and basic
suppositions, each possible comparison outcome takes.on & new
-meaning, depending on whether it would substantiate ar contravene
the general beliefss Ffor process aspects,

(1) outcome DT < AI = AT, the supposition itself, is directly

supportive of the beliefs;

(2) outcomes DT < Al < AT and DT < AT < AI, which are

-completely differentiated variations of the

" suppesition®s main theme, are indirectly supportive of
the beliefs, especially when BT ¢ Al = AT is the
stronger of the two corresponding partially
differentiated outcomes; |

(3) outcome Al = AT = DT may discredit the beliefs, ar it may

be considered neutral for anyone of severat possible
reasons [(a) the critical Level for a non-null cutcome
is just not lLow enough, so the aspect defaults to the
null outcome; (b) the aspect simply reflects something
characteristic of the application itself {or another
factor common to all the groups in the experiment); or
(¢) the aspect actually measures something fundamental
to the software development phenomenon in general and
would always result in the null cutcomel; and

(4> all other outcomes discredit the betiefs.

For product aspects,

(1) outcomes AT # DT = Al [AT < DT = Al, DT = AI < ATl, the
supposition itsetf,-are'directly supbortive of ;he
beliefs;

(2) outcomes AI < BT < AT and AT < 0T < AI, which may be
considered as approximations of the suppositions (DT is
distinct from AT but falis short of AI, due to lack of
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experience or maturity in the disciplined methodolooy),
are indirectly supportive of the beliefs, especially
when DT = A < AT and AT < 0T = AI (respectively) are
the stronger of the twc corresponding partially
differentiafed'outcomes;

(3) outcome AI = AT = DT may discredit the beliefs, or it may
be considered neutral for anyone of several possibtle
reasons [(a) the critical level for a non-null outcome
is just not low enough, so the aspect defaults to the
null cutcome; (b) the aspect simply reflects something
characteristic of the application ifself {or another
factor common tb all the groups in the experiment); (c¢)

the aspéct actuaLty measures something fundamental to
the software develppment phenemenon in general and would
always result in the null outcome; or (d) several of the
study”s hit-and-miss collection of “Yexploratory™ product
aspects are simply duds and may be ignored as useless
softuare measuresl; and

(4) all other cutcomes discredit one or more of the beliefs.,

Thus the interpretation of the study”s findings according to
the basic suppositions consists simply of a general assessment of
how well the research conclusions have borne out the basic
suppositions and how well the experimental evidence substantiates
the general beliefs. On the whole, the study”s findings
positively support the general beliefs presented above, although a
few conclusions exist which are directly inconsistent with the

suppositions or difficult te allay individuatily.

Support for the beltefs was retat1vely stronger on process
‘aspects than on product aspects, and in location compariscns than
in dispersion comparisons. Overwhelming support came in the
.catecory 6f location comparisons on process aspects in which the
research conclu51ons are d:st1ngu1sheﬂ by extremely Low cr1t1cal
levels and by near unagnimity with the basic sugpos1t1on. In the
category of dispersion comparisons on process aspects, only two

outcomes indicated any distinction among the groups: one aspect
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supparted the study”™s beliefs and one aspect showed an explainahble
exception to them. Fairly strong support also came in the
category of location comparisons on product aspects for which the
only negative evidence (besides the neutral ATl = AT = p7
conclusions) appeared in the form of several AI # AT = 0T
conclusions. They indicate some areas in uhich.the disciplined
methodology was apparently ineffective in modifying a team”s
behavior toward that of an individual, probably due to a lack of
fully developed training!experience with the methodology.
Comparatively weaker support for the study”’s beliefs was recorded
in the category of dispersion comparisons on product aspects.,
Atthough the suppositions were borne ocut in a number of the
~conclusions, there were alsoc several distinctions of variaus forms

which contravene the suppositionse.

Thus, according to this interpretation, the study”s findings:

strongly substantiate the claims that '

(a) methodologlcal discipline is the key influence on the
generat efficiency of the software devetopment process,
and that

-{b) the disciplined methodology significantly reduces the
material costs of scftware devetopment.
The claims that

(a) mental cohesiveness is the key fnftuence on the general
quality of the software development product,_that

{b) an ad hoc team is mentally burdened by organizational
overhead compared to an. individual, and that

(c) the disciplined methodology offsets the mental burden of
organizational overhead and enables a team to behave
more like an individual relative to the product itself,

are moderately substantiated by the study”s findings, with
particularly mixed evidence for dispersion comparisons on product

@s5gects.

it should be noted that there is a s1mpLer, better-supported

e ———— - e

interpretive model for the location results alone. With the

beliefs that a disciplined methodotogy provides for the minimum
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prccess cost and results in a product which in some aspects
apgroximates the product of an individuat and at worst
appreximates the product developed by an ad hoc team, the
suppositions are DT < AILAT with respect tc process and

Al < DT < AT or AT < DT < AI with respect to product. The study”s

findings support these suppositions without exception.

_ Before presenting the interpretations according to a
classification of the programming aspects, an explanation is in
order regarding tﬁis classification and its motivafion. It is
desirable to make general interpretations in view of the way .
certain general programming issues are reflected among the
individual programming aspects. For this purpose, the aspécts
considered in this study were grouped into (sc=~called) programming
aspect classes. Each class consists of_aspects which are related
by ﬁome common feature (fdr exampley alt aspects relating‘to the
. program”s statements, Sstatement types, statement nesting, etc.),
anc the classes are not necessarily disjoint (i.e.y 3 given aspect
-may be included in two or more classes). A unigue higher=-Level
programming issue (in the example, ctontrol structure organization)

is assocciated with each classe.

_ The pregramming aspects of this study were organized into a
hierarchy of nine'aspect cltasses (with about 10X overlap overail),
cutlined as follows:

—— - v — - b o ——— - - - -

Deve[opment Process Efficiency

Effort (JObstepS) s o o s » » s » .1
. Errors (Program Changes) .« o« o o o o« II
Final Product Quality
Gross Size « 5 5 » & m & e o« = o o 111
Control~-Construct Structure « « » o o IV
Data Variable Organization .« + « o« » V
Modularity
Packaging Structure o o o o o » Vi
: Invecation Organization + « « & VIl
Inter-Segment Communication
‘Via Pal"ameters_'. s ® = & =2 & = 8 ® VIII
Via Global Variables « o o o o o « IX

The individual aspects comprising each class, together with the

corresponding conclusions, are listed by classes in Tables 5.1
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Table 5.1 Conclusions for Class I, Effort (Job Steps)

******************************************************************************************

i

!
|ESSENTIAL JOB STEPS . I DT

[

I

[AVERAGE UNIQUE COMPILATIONS PER MODULE DT < AI = AT 0.0883

{MAX UNIQUE COMPILATIONS F.A.Q. MODULE | DT < AT = AT : 0.1180 | DT < AI < AT :& .0514
! e i L L L e S L L L2 2 T L T L L L ruip i S e R g

! | location | dispersion

| programming aspect | comparison :criticall comparisen :criticall
I _ I outcome : level | outcome : level |
*****************************************************************i************************

: | COMPUTER JOB STEPS } DT < AI = AT : 0.0036 | = = : |

| : f MODULE COMPILATIONS | DT < AL = AT : 0.0223 | = = :

: ] UNIQUE | DT < AT = AT : 0.0110 | = = $ |
| IDENTICAL | = = 2 i = = : [
| PROGRAM EXECUTIONS | DT < AI = AT : 0.0221 | = = : |
i MISCELLANEQUS DT < AT = AT : 0,1445 | AT = DT < AI : D0.0775 |

; ! t- f ==z |

{ < AI = AT : 0.0037 } : }

: | : |
: [
*

alternative conclusions (from Table 4) showing relaxed differentiation:
(correspondence indicated via the & symbol}
************************t************************************************************#****
I I i DT < AI ='AT :& .0036 |

| . ! DT = AI < AT :& .0511 |
****************i*************************************************************************

Table 5.2 Conclusions for Class II, Errors (Program Changes)

*i**********i*******************************f*********************************************

! I location ! digpersion I
| Programming aspect | comparisen :criticall comparison :criticall
I i outcome : level | ocutcome : level |
*****************************************i************************************************
| PROGRAM CHANGES | DT < AI < AT :5 .1848 | = = : i

*****i************************************************************************************

: alternative conclusions (from Table 4) showing relazed differentiation:

a (correspondence indicated via the & symbol)
****************************************************************#*****i*******************
| | DT < AI = AT :& 0037 | !

| | DT = AI < AT :& .1846 |
******************************************************************************************

o e e T e e R . |
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Table 5.3 Conclusions for Class III, Gross Size

******************************************************************************************

f [ location i dispersion |
| programming aspect | comparison :critical| comparison :criticall
I : [ outcome ; level | outcome ¢ level |
**************************************************************************.********-********
| MODULES | = = : | = = HE |
| AVERAGE SEGMENTS PER MODULE = = H | DT = AI < AT : 0.0218 |
| AVERAGE GLOBAL VARIABLES PER MODULE I = = : | = = 3 i
= | === : ] fm———— !
| SEGMENTS | AL ¢ AT = DT : 0.0634 | = = : |
| AVERAGE STATEMENTS PER SEGMENT | AT = DT < AT : 0.1706 | = = H [
| AVERAGE NONGLORAL VARIABLES PER SEGMENT { = = : | = = 3

| PARAMETER [ AT < AT = DT : 0.1748 | = = : |
I LOCAL | = = : | = = : |
] | === == | : ===
| DATA VARIABLES | B3I < AT = DT : 0.0698 | = = : [
|DATA VARIABLE SCOPE COUNTS \ GLOBAL | AI < AT = DT : 0.1476 | AI = AT < DT : 0.1241 |
|DATA VARIABLE SCOPE COOUNTS \, NONGLOBAL | = = H [ = = H |
| PARAMETER | AI < AT = DT : 0,.1271 | AI = AT < DT : 0.1061 |
| LOCAL i = = . | - - : |
! - f= . - [= : ~==
|LINES | AI < DT < AT :s .1194 | = = : |
[ STATEMENTS | = = : | AT < DT = AL : 00.1954 |
| AVERAGE TOKENS PER STATEMENT ] = = H ]I AI = AT < DT : G.10s61 :
- —-—— : | e o § e e e :

| TORENS | = = - ] = = s |
**********************************-********************************************************

__. alternative con¢lusions (from Table 4) showing relaxed differentiation:
(correspondence indicated via the & symbol)
********************************************************i**********************’***********
! | DT = AI < AT :& .0617 | I
| | AI < AT = DT ;& .1132 | |

**i‘***************************************************************************************

T T T T e e e e L . WY 3 . A i e . 184 1 % 4 1 A% 4 Ao ey s we e ot ....1
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Table 5.4 Conclusions for Class IV, Control~Construct Structure

Ethhkkkdkhhhhhhkkhhkhhhhhkdkhhhdhhhhhhdhkrdhdhhdhhhhhhdhhkhdhhhdhdhdhkdhbhhrhrhhkhthhbhthththrhhkhrd

! | location I dispersion
f programming aspect | comparison :critical] comparison :criticall
f outcome : level | outcome : level |

L R L LR L L L d T o Y o e Orrg g NP PG
| STATEMENTS | AT < DT = AI : 0.1954 |

[ e —_— _— SRR —

STATEMENT TYPE COUNTS :

IF

CASE

WHILE

EXIT

(PROC) CALL
NONINTRINSIC
INTRINSIC

!
I
[
[
'
[
I
|
[ RETURN
|t —————
|
f
t
I
I
I
I
I
I
|
I=

s e v ey o

AT 0.0780

o
3

Al

Al
AY

AT
AT

o
H 3

AN AANADKHN

s me es wn a2

AL
al

AT
AT

0.1732
0.0860

AR BN A
A onwumae

[wll v}
=R ]

& .1398

=)
]

Al AT

STATEMENT TYPE PERCENTAGES :

IF

CASE

WHILE

EXIT

(PROC)GALL
NONINTRINSIC
INTRINSIC

RETURN

e e

=]
=]

o ma %K o

AT AT 0.1069

0o AN
noouwunwnqn
Al 0 KRB NN

AT 0.0401

R N B N NS S0 BN RP G4 BN GRG0 4é tb ep e e 40 44 S8 Bk 4E

| AVERAGE STATEMENT NESTING LEVEL

i
IDECISIONS 0.1468

[
| FUNCTION CALLS
[ NONINTRINSIC

| INTRINSIC : H
HA AR KRRk Ak AR R R AR ek okt o kot ek e ke ke ok o ok kK kR

o
H
4]

AI < AT

B4 Bd es sk e B P 40 29 AT N0 0T B8 ed 48 40 #E we

nhonon

N
-

nuon

houa
L)

I
I
|
I
I
!
I
|
!
!
-1
|
|
I
I
I
i
f
t
!
i
;
!
f
!
I
!
I
l

alternative conclusions (from Table 4) showing relaxzed differentiation:

(correspondence indicated via the & symbol)
Fhhkkkhddkdkhhhhkdk kbbb AR r T bbbtk h kb bk hrth bk rhdhkdrodhrdbhrhkdoh bt hdrdrddhrrhkd

! | } D? = AI < AT :& .0035

f | [ DT < AT = AT :& .1395 |
R L L T 2 T Y T T T T T TR T PR R P g S P Rl PR F R T T P P e P T T

- s
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Table 5.5 Conclusions for Class V, Data Variable Organization

RS AL B LRSI IR RS E LI E TR P Y PP E TR R T TR TR L E RS EYS PR L SRS LY YT
| [ location I dispersion

| programming aspect | comparison :criticall comparison :criticall
f . | outcome : level | outcome : level |
kkkhkdkdddhkhrhkhkhkddrrkhdAr kb kbt hhkd bk TAkhdhrhdhkh kb ok hthhrdhrdthdkkhkhhrhdhdkr

:DATA VARIABLES ! AT < AT = DT 0.0698 | = = }
| |DAT2 VARIABLE SCOPE COUNTS :
! | GLOBAL

' ENTRY

I MODIFIED
| | UNMODIFIED
| } NONENTRY
| | MODIFIED
I = UNMODIFIED
| |

|

[

I

|

Al AT 0.1476 AT AT DT 0.1241

]
H

LTI L T I T LT BT T T

AT 0.1614

o
H

MODIFIED Al

UNMODIFIED
NONGLOBAIL

PARAMETER AI AT 0.1271 al AT DT 0.1061

o
H

e S8 ew A A% EE RS S% B B B4 X8 4n A6 SR ap

VALUE

REFERENCE AI AT DT 0.0199

EN AN NAB DBl REA
{2 T [T (T IO 1 O T 1
AN 0wk aA

A BN

LOCAL

|

J

|

[

!

|

|

|

I

i

|

|

|

|

i

I

DATA VARIABLE SCOPE PERCENTAGES : i
GLOBAL |
ENTRY i
MODIFIED !
!

|

[

|

|

|

|

!

f

|

i

|

[

|

i

!

|

|

]

I

—

Al AT pT 0.0750

 ax de 4m we

UNMODIFIED

[ | | PN

[T

NONENTRY

MODIFIED bT Al AT
UNMODIFIED '
MODIFIED
UNMODIFIED
0.0750
0.0357
0.0943

0.1529

DT
DT
pT
DT

|

i

i

'

!

|

|

|

|

}

|
‘ |
J ! NONGLOBAL
i | PARAMETER
! | VALUE
| |

[

]

!

[

|

f

|

|

{

[

*

49 de aw we 44 ge de

Al AT DT 0.1507
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WU BARREND BN ER AN
AH BN W B R HH R
BAH NI DR N A AYHEN

g
H
BioAAAT RN

LR L T T A A I 1]

0.1090

-

AT DT Al

AVERAGE GLOBAL VARIABLES PER MODULE
ENTRY
NONENTRY
MODIFIED
UNMODIFIED

DT Al AT 0.1100

I wnn
nwnnony
Huoine
Ayl nn

o

VERAGE NONGLOBAL VARIABLES PER SEGMENT

=1
!
I
|
|
I
I
I
I
!
[
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I
|
[
|
!
I
I
!
J
I
|
|
!
!
!
|
!
|
|
|
|
i
]
i
!
[
|
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Table 5.6 Conclusions for (lass VI, Packaging Structure

kAR TR AT kb h Rk T h AR TR TA LR R AR ER R R ERR TR R TR I TR L bk ih kb hkhkh kot errrhhhdhhrokthhhhhrdihdhe

I | location | dispersion |
I programming aspect | comparison :criticall comparison :criticall
I [ outcome  : level | outcome : level |
*****************i************************************************************************
| MODULES | = = : I = = :
———————————————— - |- : | - -
| AVERAGE SEGMENTS PER MODULE | = : | DT = AT < AT : 0.0218 |
| AVERAGE GLOBAL VARIABLES PER MODULE ! = = : | = = : l
[= - - 3 ——— ! :
| SEGMENTS : | AT < AT = DT : 0.0634 | = = : |
|SEGMENT TYPE COQUNTS \ FUNCTION . | = = : f = = H !
|SEGMENT TYPE COUNTS \ PROCEDURE i = = H ! = = : !
| SEGMENT TYPE PERCENTAGES \ FUNCTION ! = = : t = = : |
| SEGMENT TYPE PERCENTAGES \ PROCEDURE | = = : | = = :
- ——= - : ! e m——— e —————
| AVERAGE STATEMENTS PER SEGMENT : | AT = DT < AI : 0.1706 | = = H
|AVERAGE NONGLOBAL VARIABLES PER SEGMENT | = = : | = = : [
| PARAMETER [ AT < AT = DT : 0.1748 | = = : [
| LOCAL ] = = : | = = : {
*

*************************************************i************i************************i*

Table 5.7 Conclusions for Class VII, Invocation Organization

******************************************************************************************

PROCEDURE
****************************************************************************************

f ] } location l dispersion

| programming aspect | comparison :critical| comparison :criticall

! l outcome : level | - outcome : level |

*****************************************************************************t************

[INVOCATIONS o = = H | AT = DT < AI : 0.06206 |

|  FUNCTION i = = : i = = : !

| NONINTRINSIC | = = H | = = H

! INTRINSIC | = = : | = = : ]

| PROCEDURE | = = H | DT < AT = AT : 0,0325 |

| NONINTRINSIC | = = : ] DT < AI = AT : 0.1862 |

| INTRINSIC | BT = AI < AT : 0.1732 | = = L

| NONINTRINSIC | = = : | AT = DT < Al : 0.0510 |

| INTRINSIC | DT = AI < AT : 0.0435 | = = :

|- -| : -1 -

|AVG INVOCATIONS PER (CALLING) SEGMENT | = = : | = = H

| FUNCTION [ = = : | = = : |

| NONINTRINSIC ] = = : | = = : |

I INTRINSIC [ = = s | = = : [

|  PROCEDURE ! = = : I = = : !

| NONINTRINSIC | = = : | = = H

| INTRINSIC | = = : | DT < AI = AT : 0.0653 |

i NONINTRINSIC | AT = DT < AY : 0.1699% | = = H |

f INTRINSIC | = = H i = = : {
| m————— + H

] VG INVOCATIONS PER (CALLED) SEGMENT | AT = DT < AT .1699 | = = : |

| FUNCTION | AT = DT < AI : 0 1938 i AT < DT = AT : (.1411 i

| = = . = = :

* *
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Table 5.8 Conclusions for Class VIII, Communication via Parameters

EE T Ry P T T P e L e ey T I I I TS T

| | location i dispersion
| programming aspect | comparison :critical| comparison :criticall
| ] outcome : level | ocutcome : level |

******************************************************************************************

|DATA VARIABLE SCOPE COUNTS\NONGLOBAL : |

i PARAMETER i AI < AT = DT : 0.1271 1 = AT < DT : 0.10861 |
| VALUE ! = = . E - = . I
! REFERENCE i = = : ] AI < AT = DT : 0.0199 |
| | : |- E |
|AVG NONGLOBAL VARIABLES PER SEGMENT : |- = = : | = = : i
| PARAMETER | AT < AT = DT : 0.1748 | = = : |
f - i : i -3 [
| PARAMETER PASSAGE TYPE PERCENTAGES : i : f : |
i VALUE { = = : | Al < AT = BT : 0.1606 |
| REFERENCE I = = : | AT < AT = DT : 0.1606 |
****************************************************************************1\'*************

R
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Table 5.9 Conclusions for Class IX, Communication via Global Variables.

LE R A2 a2 2R R LR 2 R ARt R X AR R RS RS2SRRSR S S R R AR S R sl R S S S])]
] | location | dispersion |
i programming aspect | comparison :criticall comparison :criticall
| _ ! outcome i level | outcome : level |
EE X AR RS2 R R 2R A R AL R LSRR XSRS SRR LREL S SRR SR X R AR LSRR SRl k]S
|DATA VARIABLE SCOPE COUNTS \ GLOBAL | AI < AT DT ¢ 0.1476 | AIZ AT < DT G.1241 |
I ENTRY
MODIFIED
UNMODIFIED
NONENTRY
MODIFIED
UNMODIFIED
MODIFIED
ONMODIFIED

AT 0.1614
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AT DY 0,1061
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(SEG,GLOBAL) POSSIBLE USAGE PAIRS AT DT & .0523
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(SEG,GLOBAL} USAGE RELATIVE PERCENTAGES
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EAAD N0 AAdN

0.154¢

3
]

DT AT
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| : 2 r T L ey R R L LR S e R T L L R Rl L E AL i Rl
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alternative conclusions (from Table 4) showing relaxed differentiation:

{correspondence indicated via the &, @, #, and $ symbols)
******************************************************************************************

| I | AI < AT = DT :4& .0207
I ! BT = AI < AT :& .0511
I | AT
I | AT
|
f
f

I

| .

| AT ¢ DT = AI :$ .1132

| AT = DT < AI :§ .1132 |
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