Practice Midterm Solutions
CMSC 427

Sample Problems (Note, some of these problems may be a bit more involved than ones
I'd ask on a time-limited exam).
1. Create a matrix that rotates points 90 degrees about the point (1,1).

We can do this by translating to the origin, rotating, and translating back. We get:

1 0 1y0 -1 01 0 -1 1 0 10 -1 1 0 -1 2
60111 0 0j01 -1j=(0 1 1y1 O -1/=/1 O O
0 010 0 1)0 0 1 0 010 0 1 0 0 1

We can verify that this is right by checking thatakes the point (1,1) (written (1,1,1) in
homogenous coordinates) to the point (1,1), andithakes the point (2,1) to (1,2).

2. What is the distance from (3,2) to (7,5) in theediion (1,2)?

To do this we need to find the inner product betwaeector from (3,2) to (7,5) and a
unit vector in the direction (1,2). The first vects (4,3). The unit vector we need is
(1,2)/sqrt(5). This inner product is 10/sqrt(5)g2€5)

3. Provide any two rows of a 4x4 matrix that will tshorm 3D points as they would
appear in the coordinate system of a viewer ceditar¢3,2,0) facing in the
direction (1,2,3). The newcoordinate should describe the distance from the
viewer to a point, in the direction that they aiewing it.

We are changing the origin and the viewing diretti®Ve can do this by combining two
matrices. If we just wanted to change originsyedlwould need to do is create a 3D
translation matrix that takes (3,2,0) to the origirhis would be:

1 00 -3
010 -2
001 O
0 00 1

However, we also want to change the viewing diogctiTo do this, we’ll create a matrix
in which the first three elements of the third nepresent our new z direction. This
direction is represented by the unit vector (1/2¢8}(14). So, the matrix we want will
look like:
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Notice that to get the bottom two rows we never teacbme up with the top two rows of
the first matrix on the left.

4. Suppose you have a camera with a focal point @fQPand an image plane of
z=1. Give an example of a right triangle in 3Dttél also appear in the image
as a right triangle, assuming perspective projactioo the same thing for
orthographic projection.

Perspective projection scales points by the invefskeir distance. So, if we pick points
that have the same z coordinate, they will all¢sdex] the same amount. So, for
example, if we take a triangle with vertices a0(®) (2,0,2), (0, 2, 2), this will appear in
images with coordinates (0,0), (1,0), (0,1), anitils# a right triangle.

With orthographic projection, the same triangld awgpear as (0,0), (2,0), (0,2), also a
right triangle.

5. Prove that parallel lines in the world do not al&wappear as parallel lines with
perspective projection.

We just need an example to show this. Let’s candides that lie in the y=-5 plane,

with our standard perspective camera. Consideeanith the equation z = mx+b. This
contains the points (0,-5,b) and (1,-5, m+b). Ehaspear in the image as points (0, -5/b)
and (1/(m+b), -5/(m+b)). This line has a slop€-6f(m+b) + 5/b)/(1/(m+b)) = -5 +
5(m+b)/b = 5m/b. Clearly this slope depends nst @an m, the slope of the original line,
but also on b. Two lines with the same value faamd different values for b will be
parallel in the world, but will have different skepin the image.

6. Explain how you would adapt DDA to discretely regaet the boundary of a
circle. What pixels would be filled in to represearcircle centered at (20,20)
with a radius of 5?

First, let's consider the simpler, naive algorithWe cannot just increment x from 15 to
25, and solve for two y values for each x, becanseme parts of the circle y changes
more rapidly than x, so we would get a circle wgtps. Instead, we can divide the circle
into regions where either x or y is changing maengdly. For example, at an angle
between pi/4 and 0, y is changing more rapidlyisDecurs in the region of the circle
starting at (20+5/sqrt(2), 20+5/sqrt(2)) and endih¢R5,20). Rounding off, this means
we must consider y values of 24, 23, 22, 21, 26x. tlikese, the corresponding x values
are 23, 24, 25,25,25, so we fill in points (23,42%,23), (25,22), (25,21), (25,20).



We can try to adapt DDA to this problem by noticthgt the tangent to a circle at a
boundary point is perpendicular to a vector from ¢bnter to the boundary point. So if
we start at the point (25,20), a vector from (2D20(25,20) is (5,0), and the tangent at
that point is 0/5. If we change y by 1, we shaubl change x at all, and we find the
point (25,21). At this point the slope will be 51560 the next point on the circle will be
(24 4/5, 22). Rounding this off, we would fill the pixel (25,22). The slope at this point
would be -2/(4+4/5) = -5/12. So the next pointloa circle will be (24 23/60, 23), which
rounds to (24,23). Continuing this way brings$23.7, 24), rounded to (24,24).
Results are a bit less accurate. Is this worth it?

7. Suppose you have an image with vertical, blackvalnite stripes that are five
pixels wide, and you want to shrink this image af its current size in each
dimension. Is there a problem with aliasing? df, nvhy not? If yes, how would
you prevent this by smoothing using averaging? Haweh would you need to
smooth? There may not be a simple, exact answhrstguestion, so just think
about it and describe the consequences of diffgresdible choices.

If we shrink this image by sampling, then stripelt be represented by either two or
three pixels, depending on where we choose ourlsgoomts. This won't be as bad as
some aliasing effects, but it still will create miigcant artifacts. For example, suppose a
white stripe extends from 1 to 5, and a black stfipm 6 to 10, and we sample at
2,4,6,8,10. The white stripe will appear to be pixels wide, and the black stripe will
be three pixels wide. A horizontal slice of theagpe will look like: (11000110001
1..).

If we average a great deal, the stripes will becarmaiform gray. Now there will
certainly be no aliasing, although we will have gbately lost the structure of the image.

Now, suppose we replace each pixel by the averbigaiad its neighbors. Then, after
averaging, a horizontal slice of the image willkdike:

(2/31112/31/30001/32/31112/31/30WV32/3111...)

If we sample this, we get something like: (1 10/8/3111/301/3...) This still isn’t
perfect, but it will look similar to a white strighat is 2 2/3 pixels wide, and a black
stripe that is 2 1/3 pixels wide.

We get even better results if we use weighted auegaso that each pixel is replaced by
the average of its original value and that of lbkach of its neighbors. Now, averaging
produces something like:

(341113/4¥000%%111%%000...)



Sampling this produces (11 % 0% 1 1Y% 0 ¥ ...Qwkhe average intensity in the
image is still .5 (can you prove that this will alys be true) and we have something that
looks more like equal sized white and black stripes

8. Suppose we apply the Efros and Leung texture sgistladgorithm to an image
consisting of vertical black and white stripes. avtdo you think we might get?
How might this depend on the parameters that we use

The key issue here is how big a neighborhood weuss deciding whether things are
similar. If we use a neighborhood, that is bigwegtoto capture a full stripe, then we will
reproduce stripes of equal length. If we use dlsmaeighborhood, we’ll still get black
and white stripes, but they may not be of equaitlen

9. If a pixel has RGB values of (.7, .3, .2), how wbybu describe its HSV values?
v will be the value of the largest component. So.v.

White light with the same value would be (.7, 7), .We can make light that is
completely saturated, but has the same hue agybtibly subtracting out the white,
which would produce (.5, .1, 0). If we scale tigdit by 1.4 we get saturated light of
the same hue, but with a value of .7, that is gareed in RGB as (.7, .14, 0). Our
light is therefore part way in between the fullysaturated gray light (.7,.7,.7) and the
saturated light at (.7, .14, 0). What fractiorithed way are we from fully unsaturated
to saturated? .4/.56, or .5/.7, both of which &€§lia Hue is represented by the
angle between our light and red. For example, aveuse (.7,.7,.7) as the origin, and
find the angle between (.7,0,0) and (.7,.14,0)ind@% look a little simpler if we scale
everything by 1/.7, in which case the origin isL(1), red is at (1,0,0), and our hue is
at (1, .2,0). This is about 6 degrees.

If a pixel has a hue of green, a saturation carfsl a value of .4, describe it with
RGB values.

Gray with a value of .4 would be (.4,.4,.4). Greeth this value would be (0, .4, 0).
Our color is halfway in between these two, so(i%s .4, .2).

10. Suppose you had a monitor that emitted light thed @ither cyan, magenta or
yellow. How could you use this to create whitentig)

Representing these in rgb, they are (0 1 1), (L(@ 1 0). These are usually used in a
subtractive system, where mixing them together pvitiduce black. But in a monitor,
small colored lights are added together, and swiVéave equal parts of red, green and
blue, which will appear white.



