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1 Introduction

This is an exposition of the well known theorem of Chomsky and Miller [1] a language is regular

iff the language is generated by a left linear grammar.

Def 1.1 A context free grammar is a Left Linear Grammar if every production is either of the

form X → σY or X → σ where σ ∈ Σ ∪ {e}.

Note 1.2 Right Linear Grammars can be defined similarly. Everything we say about Left Linear

Grammars is true for Right Linear Grammars as well.

2 The Main Theorem

Theorem 2.1 If M is a DFA then there exists a left linear grammar G such that L(G) = L(M).

Proof:

Let M = (Q, Σ, δ, S, F ) be a DFA.

Let G = (N, Σ, S, P ) be the left linear grammar defined as follows:
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1. N = Q, the set of states of the original DFA.

2. Σ is the same Σ

3. For every transition δ(P, σ) = Q we have the production P → σQ.

4. For every final state Q ∈ F we have the production Q → e where e is the empty string.

5. The start symbol is S, the start state.

We leave the proof that this works to the reader.

Theorem 2.2 If G is a left linear grammar then there exists a DFA M such that L(M) = L(G).

Proof:

Let G = (N, Σ, S, P ) be a left linear grammar.

Let M = (Q, Σ, δ, S, F ) be the NDFA defined as follows:

1. Q = N .

2. Σ is Σ.

3. For every production P → σQ we have the transition δ(P, σ) = Q.

4. S is S.

5. F is the set of all productions X such that X → e.

The following follows easily from the two theorems above.

Theorem 2.3 A language is regular iff there is a left linear grammar that generates it.
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