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Credit Where Credit is Due

The main theorem in these slides, in fact not just the 3-ary case
but also the a-ary case, appeared in
Combinatorial Theorems on Classifications of Subsets of a
Given Set
by Erdös and Rado (1952).

Proceedings of the London Math Society, Volume 2, No. 3, 1952.

Here is a link
https://www.cs.umd.edu/users/gasarch/TOPICS/

canramsey/ErdosRado2.pdf

https://www.cs.umd.edu/users/gasarch/TOPICS/canramsey/ErdosRado2.pdf
https://www.cs.umd.edu/users/gasarch/TOPICS/canramsey/ErdosRado2.pdf
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The Finite Hypergraph Ramsey Theorem

Thm (∀a)(∀k)

(∃n) such that
(∀COL :

([n]
a

)
→ [2]) there exists an homog set of size k.

a = 1: ∀ 2-colorings of [2k − 1] some color appears k times. The
set of all x with that color is a homog set of size k .

a = 2: This is the finite Ramsey Thm for Graphs, which gave
n = 22k−1. Our proof used a = 1 case.

a = 3: We proved this with n = TOW(2k − 1).
We will do much better.
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Revisit Proof of 3-Hyper Ramsey: TOW Bounds

Thm (∀k)(∃n) such that (∀COL :
([n]

3

)
→ [2]) there exists an

homog set of size k .

The proof took n and did the following:

1) Start with H1 = [n].

2) Apply 2-ary Ramsey Theory 2k − 1 times. |Hi | ≥ Ω(log(|Hi−1|).

3) Apply 1-ary Ramsey Theory 1 time. H = H2k−1/2.

Idea We would get a much better bound if we did:

1) Start with H1 = [n].

2) Apply 1-ary Ramsey Theory lots of times. |Hi | ≥ Hi−1/2.

3) Apply 2-ary Ramsey Theory 1 time. H = Ω(logHi ).
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First Step of Our Construction

Since every 3-subset has a color, harder to draw pictures so I won’t
:-(.

Look at all triples that have 1, 2 in them.
COL(1, 2, 3) = R.
COL(1, 2, 4) = B.
COL(1, 2, 5) = B.
COL(1, 2, 6) = R.
...
COL(1, 2, n) = R.

What to make of this? Discuss.
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First Stage Formally

We are given COL :
([n]

3

)
→ [2].

x1 = 1. x2 = 2. H1 = [n]− {1, 2}.
COL′ : H1 → [2] is COL′(z) = COL(x1, x2, z).

c1,2 is the color that occurs the most often.

H2 = {z : COL(x1, x2, z) = c1,2}. Note |H2| ≥ |H1|/2.

Now what? Discuss.
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Second Stage

We have H1, x1, x2, c1,2,H2

x3 is the least element of H2. Discuss what to do next.

Key Will look at COL(x1, x3, z) and COL(x2, x3, z).

Notation We will use H3 as a running variable.

COL′ : H2 → [2] is COL′(z) = COL(x1, x3, z).

c1,3 is the color that occurs the most often.

H3 = {z : COL(x1, x3, z) = c1,2}. Note |H3| ≥ |H2|/2 ≥ |H1|/22.

COL′ : H3 → [2] is COL′(z) = COL(x2, x3, z).

c2,3 is the color that occurs the most often.

H3 = {z : COL(x2, x3, z) = c2,3}. Note |H3| ≥ |H3|/2 ≥ |H1|/23.
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c1,3 is the color that occurs the most often.

H3 = {z : COL(x1, x3, z) = c1,2}. Note |H3| ≥ |H2|/2 ≥ |H1|/22.

COL′ : H3 → [2] is COL′(z) = COL(x2, x3, z).

c2,3 is the color that occurs the most often.

H3 = {z : COL(x2, x3, z) = c2,3}. Note |H3| ≥ |H3|/2 ≥ |H1|/23.
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General Case

We have Hs , x1, . . . , xs and {ci ,j : 1 ≤ i < j ≤ s}

xs+1 is the least element of Hs .

Key COL(x1, xs+1, z), COL(x2, xs+1, z), . . ., COL(xs , xs+1, z).

Notation We will use Hs+1 as a running variable.
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Keep doing this for x3, . . . , xs .
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How Big Is Hs?

|H1| = n

Hs+1 takes Hs and cuts it in half s times.

|Hs+1| ≥ 1
2s |Hs |

|Hs+1| ≥ 1
2s |Hs | = 1

2s
1

2s−1 |Hs−1| = 1
2s+(s−1) |Hs−1|.

|Hs+1| ≥ 1
2s+(s−1)+···+1 |H1| ∼ |H1|

2s
2/2

= n

2s
2/2

.

Approx |Hs | ≥ n

2s
2/2

.

We will later see how big we need n to be.
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How Big Does N Have to Be. Part I

Assume we do the construction to get x1, . . . , xs .

We pick s later.

How big does n have to be so that construction goes for s steps?
n

2s
2/2
≥ 1

n ≥ 2s
2/2.
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The Coloring of Pairs of Vertices

We have x1, . . . , xs .

For all 1 ≤ i < j ≤ s we have ci ,j .

We have created a coloring COL′′
({x1,...,xs}

2

)
→ [2].

Apply 2-ary Ramsey to COL′′ to get a homog set H, |H| ≥ log s/2.

We later pick s such that k ≤ log(s)/2. Assume |H| = k.

Assume the color of the homog set is R.

H = {xi1 < xi2 < · · · < xik}
Let a < b < c . Look at COL(xia , xib , xic )

Since xia , xib ∈ H, COL(xia , xib , z) = R for any surviving z .

So COL(xia , xib , xic ) = R.

Hence H is homog for COL.
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We have x1, . . . , xs .

For all 1 ≤ i < j ≤ s we have ci ,j .

We have created a coloring COL′′
({x1,...,xs}

2

)
→ [2].

Apply 2-ary Ramsey to COL′′ to get a homog set H, |H| ≥ log s/2.

We later pick s such that k ≤ log(s)/2. Assume |H| = k.

Assume the color of the homog set is R.

H = {xi1 < xi2 < · · · < xik}
Let a < b < c . Look at COL(xia , xib , xic )
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How Big Does N Have to Be. Part II

We need

k ≤ log s/2

2k ≤ log s

s ≥ 22k

n ≥ 2s
2/2 ≥ 224k

We take n = 224k
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What About Ra(k)?

1) Erdös-Turan (1952) (∀k)[R3(k) ≤ 224k
].

2) One can show that there exists c4, c5, . . . such that

(∀k)[R4(k) ≤ 222c4k

].

(∀k)[R5(k) ≤ 2222c5k

].
etc.

3) Lower Bound: R3(k) ≥ 2k/2.

4) The good money says R3(k) ≥ 22Ω(k)
.

5) Can the 4 in (∀k)[R3(k) ≤ 224k
] be lowered?

Yes, see next slide.
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What About Ra(k)?

1) Conlon, Fox, Sudakov (2009) (∀k)[R3(k) ≤ 222k
]..

This can be used to improve the c4, c5, . . . for Ra(k).

2) Why did it take 57 years to improve the bound? Speculation:

a) The proof used a game-framework which Erdös could have
come up with but didn’t.

b) Conlon, Fox, Sudakov are very smart. They have many brilliant
papers on Ramsey Theory (I am a co-author on one of them).

c) Not that many people were working on it.

d) See next slide for an example of how timing and luck played a
major role.
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Hilbert’s Tenth Problem

H10: Does there exist an algorithm that, given p ∈ Z[x1, . . . , xn]
determine if (∃a1, . . . , an ∈ Z)[p(a1, . . . , an) = 0].

Robinson-Davis-Putnam (RDP) made great progress in showing
there as no such algorithm but did not succeed. Matiyasevich (M)
showed this, building on their work.

Paraphrase from The Honor Class: Hilbert’s Problems and
their solvers by Yandell.

RDP read Number Theory books full of obscure facts. M had just
read the 3rd edition of Vorob’ev’s Fibonacci Numbers. That book
had a new result about the divisibility of Fib numbers. M used it
to to show H10 undecidable. R had read that book but not the 3rd
edition!

It is said correctly that the result is due to RDPM.
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