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Factoring: Some History
Jevons’ Number

In the 1870s William Stanley Jevons wrote of the difficulty of factoring. We paraphrase Solomon Golomb’s paraphrase:

Can the reader say what two numbers multiplied together will produce 8, 616, 460, 799? I think it is unlikely that anyone aside from myself will ever know.
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Easy Factoring Algorithm

1. Input($N$)
2. For $x = 2$ to $\lfloor N/2 \rfloor$
   If $x$ divides $N$ then return $x$ (and jump out of loop!).

This takes time $N/2 = 2^{\log_2 N}/2$.

Goal Do much better than time $N/2$.

How Much Better?
Ignoring (1) constants, (2) the lack of proofs of the runtimes, and (3) allowing randomized algorithms, we have:

▶ Easy: $N/2 = 2^{\log_2 N}/2$.
▶ Quad Sieve: $N^{1/2}/2 = 2^{\log_2 N}/2$.
▶ Number Field Sieve (best known): $N^{1/3}/2 = 2^{\log_2 N}/3$.
▶ New SVP algorithm: Unclear!
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\[ f(n) = \text{the least prime factor of } n. \]

Here is the set version for purposes of NPC.

\[
\text{FACT} = \{ (n, a) : (\exists b \leq a)[b \text{ divides } n] \}
\]

Note that \( \text{FACT} \in \text{NP} \).

Easy to show that \( \text{FACT} \in \text{P} \) iff \( f \in \text{PF} \).

So our question is: is \( \text{FACT} \in \text{NPC} \)?

We show \( \text{FACT} \in \text{co-NP} \).

Hence \( \text{FACT} \in \text{co-NP} \Rightarrow \text{NP} = \text{co-NP} \), which is unlikely.
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2. 1976: Miller got ERH implies PRIMES in P.

3. 1977: Solovay-Strassen got PRIMES in RP. Real-world Fast!

4. 1980: Rabin got PRIMES in RP. Real-world Fast!

5. 2002 Agrawal-Kayal-Saxe got PRIMES in P. Real-world Slow!
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Lucas’s Theorem

Let $n \in \mathbb{N}$. Assume there exists $a$ such that

1. $a^{n-1} \equiv 1 \pmod{n}$,
2. for every factor $q$ of $n-1$, $a^{(n-1)/q} \not\equiv 1 \pmod{n}$,

then $n$ is prime.
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Let \( n \in \mathbb{N} \). Assume there exists \( a \) such that

1. \( a^{n-1} \equiv 1 \pmod{n} \), and
2. for every factor \( q \) of \( n - 1 \), \( a^{(n-1)/q} \not\equiv 1 \pmod{n} \),

then \( n \) is prime.
Attempt at Primality in NP

The cert for $n$ prime is

1. $a^{n-1} \equiv 1 \pmod{n}$.
2. For every factor $q$ of $n-1$, $a^{(n-1)/q} \not\equiv 1 \pmod{n}$.

(The cert included a factorization of $n-1$ so the verifier knows all of the factors of $n-1$.)

Does this work? I said Attempt at ... so no.

The verifier has to verify that the factorization of $n-1$ is a factorization into primes. So need the cert to contain a cert that the claimed prime factors of $n-1$ are prime.
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2. A factorization of $n - 1 = p_1^{c_1} \cdots p_k^{c_k}$ where $p_i$’s are prime.
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The cert for $n$ prime is

1. A number $a$.
2. A factorization of $n - 1 = p_1^{c_1} \cdots p_k^{c_k}$ where $p_i$’s are prime.
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1. Check that $a^{n-1} \equiv 1 \pmod{n}$,
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$$a^{(n-1)/q} \not\equiv 1 \pmod{n}.$$  
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Does this work? I said Attempt at... so no.

The verifier has to verify that the factorization of $n - 1$ is a factorization into primes.

So need the cert to contain a cert that the claimed prime factors of $n - 1$ are prime.
Primality in NP

The cert for $n$ prime is

1. A number $a$.
2. A factorization of $n - 1 = p_1^{c_1} \cdots p_k^{c_k}$ where $p_i$'s are prime.
3. For each $p_i$ give a cert that $p_i$ is prime. (The cert will be a number $a_i$ such that $\ldots$ and a factorization of $p_i - 1$.)

The verifier does the following:

1. Check that $a_n - 1 \equiv 1 \pmod{n}$,
2. Check that every for every factor $q$ of $n - 1$, $a^{(n - 1)/q} \not\equiv 1 \pmod{n}$.
3. Check the cert that each $p_i$ is prime.

So it's a recursive cert. Need to check that the cert is short, but this is not difficult.
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1. A number $a$.
2. A factorization of $n - 1 = p_1^{c_1} \cdots p_k^{c_k}$ where $p_i$’s are prime.
3. For each $p_i$ give a cert that $p_i$ is prime. (The cert will be a number $a_i$ such that...) and a factorization of $p_i - 1$.

The verifier does the following:

1. Check that $a^{n-1} \equiv 1 \pmod{n}$,
2. Check that every for every factor $q$ of $n - 1$,

$$a^{(n-1)/q} \not\equiv 1 \pmod{n}.$$
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3. For each $p_i$ give a cert that $p_i$ is prime. (The cert will be a number $a_i$ such that... ) and a factorization of $p_i - 1$.

The verifier does the following:

1. Check that $a^{n-1} \equiv 1 \pmod{n}$,
2. Check that every for every factor $q$ of $n - 1$,
   
   $a^{(n-1)/q} \not\equiv 1 \pmod{n}$.

3. Check the cert that each $p_i$ is prime.

So it’s a recursive cert.
The cert for $n$ prime is

1. A number $a$.
2. A factorization of $n - 1 = p_1^{c_1} \cdots p_k^{c_k}$ where $p_i$’s are prime.
3. For each $p_i$ give a cert that $p_i$ is prime. (The cert will be a number $a_i$ such that...) and a factorization of $p_i - 1$.

The verifier does the following:

1. Check that $a^{n-1} \equiv 1 \pmod{n}$,
2. Check that every for every factor $q$ of $n - 1$,

$$a^{(n-1)/q} \not\equiv 1 \pmod{n}.$$ 

3. Check the cert that each $p_i$ is prime.

So it’s a recursive cert.

Need to check that the cert is short, but this is not difficult.
Back to Factoring
FACT ∈ NP

\[ \text{FACT} = \{ (n, a) : (\exists b \leq a)[b \text{ divides } n] \} \]

\[ \overline{\text{FACT}} = \{ (n, a) : (\forall b \leq a)[b \text{ does not divides } n] \} \]
FACT $\in$ NP

FACT = $\{(n, a) : (\exists b \leq a)[b \text{ divides } n]\}$

FACT = $\{(n, a) : (\forall b \leq a)[b \text{ does not divides } n]\}$

Here is cert that $(n, a) \in$ FACT.

1. A factorization $n = p_1^{c_1} \cdots p_k^{c_k}$ where $p_1 < \cdots < p_k$.
2. For each $p_i$, the cert that $p_i$ is prime.
FACT ∈ NP

FACT = \{(n, a) : (\exists b \leq a) [b \text{ divides } n]\}

\overline{\text{FACT}} = \{(n, a) : (\forall b \leq a) [b \text{ does not divides } n]\}

Here is cert that \((n, a) \in \overline{\text{FACT}}\).

1. A factorization \(n = p_1^{c_1} \cdots p_k^{c_k}\) where \(p_1 < \cdots < p_k\).
2. For each \(p_i\), the cert that \(p_i\) is prime.

Verifier has to check

1. \(n = p_1^{c_1} \cdots p_k^{c_k}\).
2. \(a < p_1\).
3. Each \(p_i\) is prime.
Recap What We Know

\[ \text{FACT} \in \text{NP} \]
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The Future of Factoring

I paraphrase *The Joy of Factoring* by Wagstaff:

The best factoring algorithms have time complexity of the form

\[ e^{c(\ln N)^t (\ln \ln N)^{1-t}} \]

with Q.Sieve using \( t = \frac{1}{2} \) and N.F.Sieve using \( t = \frac{1}{3} \). Moreover, any method that uses \( B \)-factoring must take this long.
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I paraphrase The Joy of Factoring by Wagstaff:

The best factoring algorithms have time complexity of the form

\[ e^{c(\ln N)^t(\ln \ln N)^{1-t}} \]

with Q.Sieve using \( t = \frac{1}{2} \) and N.F.Sieve using \( t = \frac{1}{3} \). Moreover, any method that uses \( B \)-factoring must take this long.

- My opinion: \( e^{c(\ln N)^t(\ln \ln N)^{1-t}} \) is the best you can do ever, though \( t \) can be improved.
- Why hasn’t \( t \) been improved? Wagstaff told me:
  - We’ve run out of parameters to optimize.
  - Anthony, Davin, Erika, Jacob, and Nathan have not yet applied Ramsey theory to this problem.
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