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Computational Intractability:
A Guide to Algorithmic Lower Bounds
by Demaine, Gasarch, Hajiaghayi

Note to Proofreaders There will be passages like “In Chapter ?7 we discussed...” This is not a
mistake. This is a a result of giving you this chapter and not the rest of the book. We have not
put it into the book yet.

1 Introduction

This book is about classical computing. The algorithms and reductions in this book can be carried
out by a modern computer running on a single CPU or multiple CPUs. We will call such computers
classical in that they are based on classical physics (at the bit level computers are based on
electricity) and not quantum physics. We use the term classical algorithm for an algorithm that
can be run on a classical computer. What we call a classical algorithm in this chapter was just
an algorithm in all of the other chapters.

There are theoretical devices called quantum computers. An algorithm that can be run
on such a device is a quantum algorithm. There are some problems for which, theoretically,
there is a quantum algorithm that is faster than any (known) classical algorithm. Hence quantum
algorithms are of interest (we later list other reasons they are of interest).

Quantum computing is a vast topic that we will, for reasons of space, only be able to discuss
briefly. We will have very few definitions, proofs, algorithms, or reductions. For basic definitions
and more information on quantum computing see (1) the references in this chapter, (2) many
websites that you can get to by doing a web search on Quantum Computing, and (3) the books by
Aaronson | ], Mermin | |, or Nielson & Chuang | ].

In this chapter we will state results about quantum algorithms and, in some cases, compare
them to classical algorithms. We will also look at a quantum version of a classical problem. The
topics and results chosen highlight when the classical world and the quantum world differ or seem
to differ.

A cautionary note: from the popular press one might think that quantum computers, if they
are built, can solve world hunger, predict the stock market, and solve NP-complete problems.
Most experts agree that this is not the case in reality. This misunderstanding may come from a
misinterpretation of the many-worlds interpretation of quantum mechanics which gives the false
impression that quantum algorithms are massively parallel. They are not. In reality there seem
to be only a few problems of interest that quantum computers (if they are built) can do much
faster than classical computers. We also note that most experts in quantum do not think that
NP-complete problems can be solved quickly by a quantum computer.

Given that the usefulness of quantum algorithms seems limited, why study them?

1. There are two problems, Factoring and Discrete Log, which (1) are very important, and (2)
quantum algorithms for them are much faster (polynomial time versus exponential time) than
any known classical algorithm.

2. There are many problems that have quantum algorithms that are faster than any known
classical algorithm. Childs & Dam | | survey algebraic problems that have quantum
algorithms which seem faster than any known classical algorithm. Jordan [ | maintains a
website of problems that have quantum algorithms that seem faster than any known classical



algorithm. The speedups are usually not that large. Even so, they are a proof-of-concept for
quantum algorithms being useful.

3. Richard Feynman first conceived of quantum computing as a way to potentially simulate
quantum mechanics. This is another problem where quantum computers may outperform
classical ones.

4. There have been cases where a classical algorithm was inspired by research on quantum
algorithms. We give an example. Kerenidis & Prakash | ] had a quantum algorithm for
a recommendation system. Tang, while trying to show that no classical algorithm could do
as well as the quantum algorithm, found a classical one that did | |. We stress that this
classical algorithm was found because of research in quantum algorithms. For other examples
do a websearch for Quantum Inspired Classical Algorithms.

5. The study of quantum algorithms has lead to results in classical computing. See the survey
of Drucker & de Wolf | | for examples.

6. The attempt to build quantum computers may lead to interesting insights into quantum
physics. See next point.

7. The most exciting development that could happen would be if the attempt to build quantum
computers leads to a discovery that the current theories of quantum mechanics are wrong or
incomplete.

2 Factoring

Factoring is an important problem for cryptography. Many cryptosystems would be broken if
factoring is easy. Hence, in contrast to work in algorithms, cryptographers hope that factoring is
hard.

We will define factoring slightly differently than how it was defined in Chapter ?7.

2.1 Classical Factoring

Problem 2.1. FacTorING (FACT)

INSTANCE: A number N

QUESTION: If N 1is prime then output PRIME. If N is not prime then output a non-trivial
factor of N.

As noted in Chapter ?? there are no polynomial-time algorithms for FACT, nor is there a proof
that its NP-complete. There are reasons to think it is not NP-complete (See Exercise ?7).

Algorithms for factoring are hard to analyze and depend on (widely believed) conjectures in
number theory. The fastest known algorithm, the General Number Field Sieve, is believed to
have running time roughly 21'93L1/3(1gL)2/3, where L = Ig N is the length of the input number N.
This bound is small enough that the algorithm is practical for moderately large inputs. The
naive algorithm for factoring takes time 2%/2. Hence reducing the time to roughly 2L% is a real
improvement. The first one to come up with the idea for the Number Field Sieve is Pollard, though

his work was never published. See the survey of Pomerance | ] or the collection of articles on
the Number field Sieve edited by A. Lenstra & H. Lenstra | ]
There is no clear consensus on whether FACT is in P: in Gasarch’s | ] 2019 Poll on P vs

NP he also asked about FACT. Of the 108 people who responded 38 (35%) thought FACT € P,



while 70 (65%) thought FACT ¢ P. It’s been said that cryptographers think (hope?) that
FACT ¢ P while number theorists think FACT € P.
If FACT € P this will require new techniques. Here is why:

1. The last improvement in factoring algorithms was the Number Field Sieve in 1988.

2. There are reasons to think that the current methods yield algorithms with running times of

the form 22" L) where 0 < ¢ < 1. The General Number Field Sieve achieves ¢ = 1/3. It

) 2L1/10(1n L)Q/IO

is plausible that current techniques will solve FACT in time (say but not in

P.

For more about factoring, see Wagstaff’s book | |-

2.2 Quantum Factoring

What about Quantum Polynomial time?
Theorem 1. Let the input to a factoring algorithm be N. Let L = 1g N which is the length of N.
1. (Shor [ , ]) There is a polynomial quantum algorithm for FACT.

2. (Beckman et al. [ 1) There is quantum algorithm for FACT that takes time O(L? log(L)log(log(L))).
(This paper used Shor’s algorithm as a starting point.)

We note the following
1. The key quantum component of Shor’s algorithm for FACT is the quantum Fourier transform.

2. The constants in Beckman et al.’s version of Shor’s algorithm are small. The biggest obstacle
to running the algorithm is building a quantum computer that can handle many qubits.

3. Martin-Lopez et al. | ] have factored 21 on a quantum computer using Shor’s algo-
rithm. This can be considered a proof-of-concept. Other bigger numbers have been reported
to have been factored by a quantum computer but they really used a lot of classical computing
to set the problem up and hence we do not count those. Smolin et al. | ] discuss this
issue.

Upshot If FACT ¢ P then FACT will be an example of a problem that quantum computers can
do faster than classical computers. Proving FACT ¢ P is hard since it implies P # NP.

3 Discrete Log

Discrete Log is an important problem for cryptography. Many cryptosystems would be broken if
Discrete Log is easy. Hence, in contrast to work in algorithms, cryptographers hope that Discrete
Log is hard.

We will define Discrete Log slightly differently than how it was defined in Chapter ?7?.



3.1 Classical Discrete Log

Problem 3.1. DiscreTE Loc (DL)
INSTANCE: A prime p, a generator g of Zy, and a € Z,. (g is a generator if {g,¢°,...,g? "1} =

{1,...,p—1}.)
QUESTION: Find x such that g* = a (mod p).

As noted in Chapter ??7 there are no polynomial-time algorithms for DL, nor is there a proof
that its NP-complete. There are reasons to think it is not NP-complete (See the discussion of DL
in Chapter 77.)

Algorithms for DL are hard to analyze and depend on (widely believed) conjectures in number
theory. The fastest known algorithm, the Function Field Sieve, is believed to have running time
roughly 91.53 L1/ (Ig L)2/3, where L = 1g N is the length of the input number N. This bound is small
enough that the algorithm is practical for moderately large inputs. The naive algorithm for DL
takes time 2. Hence reducing the time to roughly 9LY* is a real improvement. Adleman | ]
developed the Function Field Sieve and then elaborated the ideas with Huang (see | 1)-

There is no formal connection between DL and FACT; however, the techniques for one seem
to apply to the other. Hence the following two points made about FACT are true of DL also: (1)
there is no consensus about if DL € P, and (2) if DL € P then this will require new techniques.

3.2 Quantum Discrete Log

What about Quantum Polynomial time?
Theorem 2. Let the input to a DL algorithm be N. Let L =1g N which is the length of N.
1. (Shor |[. , ) There is a polynomial quantum algorithm for DL.

2. (Folklore though can be obtained from Beckman et al. [ ].) There is quantum algorithm
for DL that takes time O(L?log(L)log(log(L))).

We note the following

1. The key quantum component of Shor’s algorithm for DL is the quantum Fourier transform.
In Section 3.1 we noted that while there is no formal connection between DL and FACT,
improvements in one tend to lead to improvements in the other. We were referring to classical
algorithms. However, the same seems to be true for quantum algorithms: both the quantum
algorithm for FACT and for DL use the quantum Fourier transform.

2. There do not seem to be any attempts to execute Shor’s DL algorithm on a quantum com-
puter. Since the quantum algorithms for FACT and DL are similar, the same techniques
that were used for FACT will work on DL. Hence it is likely that a quantum computer could
be used to find DL when p, g, a are all < 21.

Upshot If DL ¢ P then DL will be an example of a problem that quantum computers can do
much faster than classical computers. Proving DL ¢ P is hard since it implies P # NP.

4 The Search Problem



Problem 4.1. SEARCH

INSTANCE: Access to a function f:{0,...,N — 1} — {0,1}. We are promised that there is
only one x such that f(x) = 1. We think of this function as representing a 1-element subset of
{0,...,N —1}.

QUESTION: Find the x such that f(x) = 1.

NOTE: The basic unit of computation is an evaluation of f which we call a query.
Theorem 3. Let NeNand f: {0,...,N —1} = {0,1}.

1. (Easy) There is a deterministic algorithm for SEARCH that takes N queries in the worst case.
There is a randomized algorithm for SEARCH that has expected complexity % queries. Both
of these are optimal.

2. (Grover | ]) There is a quantum algorithm for SEARCH that uses O(v/N) queries.
3. (Bennett et al. [ 1) Any quantum algorithm for SEARCH requires Q(v/N) queries.

4. (easy) Assume that instead of having only 1 x with f(x) =1 there are M, and the goal is to
find one of them. There is a deterministic algorithm takes O(N — M) queries in the worst
case. There is a randomized algorithm that has expected complezity % queries. Both of these
are optimal.

5. For the problem in the last item there is a quantum algorithm that takes O(\/N/M) queries.

Upshot SEARCH, with the complexity measure number-of-queries, is a problem where quantum
computers are provably faster than classical computers.

5 The Traversal Problem

Problem 5.1. TRAVERSAL

INSTANCE: A graph G with ©(2") vertices represented by ©(n)-bit strings. There are two
distinguished vertices ENTRANCE and EXIT. The label of ENTRANCE (e.g., Vertex 0110) is given.
The label of EXIT is not given.

QUESTION: Find the label of EXIT.

NOTE: The graph is large. We think of the graph as being like a database that you ask questions
about. The algorithm can ask question of the following type: given a string w of ©(n) bits, return
the following information:

o [sw a vertex?
o If w is a vertex then output all of its neighbors.
o If one of the neighbors of w is EXIT then indicate this.

The number of queries is the complexity of the algorithm.
NOTE: TRAVERSALis only asking to find EXIT. It is not asking to find the path from ENTRANCE
to EXIT. We will later comment on this perhaps harder problem of having to find the path.
NOTE: The basic unit of computation is a query of one of the types above.



This problem looks like it requires 2(2™) queries for either classical or quantum algorithms.
And indeed, for the case of general graphs, that is the case. But there is a sequence of graphs
where there is a large difference between classical algorithms and quantum algorithms.

One technique that a classical algorithm can use is a CLASSICAL RANDOM WALK: the algorithm
picks a random neighbor of ENTRANCE, then a random neighbor of that neighbor, etc, until it finds
EXIT. There is also a notion of a QUANTUM RANDOM WALK which we will not define.

Theorem 4.

1. (Childs et al. [ ) There is a sequence of graphs {Gp}>2, such that the following hold:
(a) Gy, has O(2"™) vertices, (b) there is a QUANTUM RANDOM WALK algorithm that solves
TRAVERSAL on G, using < p(n) queries for some polynomial p, (¢) any CLASSICAL RANDOM
WALK algorithms requires 2™ queries.

2. (Childs et al. [ ) There is a sequence of graphs {G,}72, such that the following hold:
(a) Gy, has O(2"™) vertices, (b) there is a QUANTUM RANDOM WALK algorithm that solves
TRAVERSAL on G, with p(n) queries for some polynomial p, (c) any classical algorithms
(whether or not it uses CLASSICAL RANDOM WALK ) requires 24" queries.

3. (Jeffery and Zur [ /) In items 1 and 2, p(n) can be replaced by O(n).

4. (Childs et al. | 1) (Informal) Consider the problem of actually finding the path from
ENTRANCE to EXIT. Under reasonable assumptions, any CLASSICAL RANDOM WALK or
QUuANTUM RANDOM WALK algorithm requires an exponential number of queries.

Upshot TRAVERSAL, with the complexity measure number-of-queries, is a problem where quantum
computers are provably faster than classical computers.

6 Subquadratic Approximate Edit Distance

Definition 1. Let ¥ be a finite alphabet and let x,y € ¥*. The edit distance between x and y
is the number of insertions/deletions/substitutions needed to transform x into y.

Problem 6.1. EDIT DISTANCE
INSTANCE: Two strings x,y over some alphabet 3. We think of ¥ as being fized.
QUESTION: What is the edit distance between x and y?

Theorem 5.
1. (Easy) EDIT DISTANCE can be computed in time O(n?) where n = max{|z|, |y|}.
2. (Backurs & Indyk [B115]) Assuming SETH, EDIT DISTANCE requires (n?) time.

3. (Abboud et al. [ ) With an assumption weaker than SETH, EDIT DISTANCE requires
Q(n?) time.

Theorem 5 settles the question for exact EDIT DISTANCE: quadratic time is both the upper
and lower bound. Is there a subquadratic algorithm for approximating EDIT DISTANCE?

Can a quantum algorithm give a subquadratic approximation algorithm? Yes. Boroujeni et
al. [ | proved the following:

Theorem 6.



1. (Theorem 4.5 of their paper) For all € > 0 there is a quantum algorithm that (a) runs in
time O(n2_(4/21)10g(%)) and (b) returns a number that is < (3 + €)OPT(x,y). Note that
2 (4/21) ~ 1.8095.

2. (Theorem 5.1 of their paper) For all € > 0 there is a quantum algorithm that (a) runs
in time O(n®) where o = 2 — (5 — \/17/3) ~ 1.7077. (b) returns a number that is <

O(I/E>O(1/6)OPT(z,y).

So at this point it looks like quantum computers can give a constant approximation but classical
can not. But then Chakraborty | | obtained a constant approximation by taking one of
the steps of the quantum algorithm of Boroujeni et al. | | and figuring out how to do it
classically. This is discussed in both Chakraborty | ] and a blog post of Rubinstein | ].
Chakraborty [ | showed the following:

Theorem 7. There exists a constant C and a randomized algorithm that (a) runs in time O(n?~3/7)
and (b) with probability 1 — n=> returns a number that is < COPT(x,y). Note that 2 — (2/7) ~
1.7142. We note that the constant C' is large.

Andoni & Nosatzki | | obtained a classical subquadratic approximation result that is pa-
rameterized by e.

Theorem 8. For all € > 0 there is an algorithm that (a) runs in time O(n'T¢) and (b) returns
a number that is < f(%)OPT(x, y) where f is not given explicitly but is roughly double exponential
1
in <.
€

Open 1. In this open problem the problem is of course approrimate EDIT DISTANCE.

1. Find a constant D > 3 such that that no classical algorithm can, in subquadratic time, obtain
a DOPT(z,y) approzimation. This would show that a subquadratic (3+ €)-approzimation for
EDIT DISTANCE is a problem that a quantum algorithm can do but a classical one cannot.

2. Improve the runtime of the quantum algorithm in Theorem 6.1.

TWO UPSHOTS: The problem at hand is EDIT DISTANCE.

1. The following can be done by a quantum algorithm but (at least for now) not by a classical
algorithm: a subquadratic algorithm that, on input x,y, returns (3 4+ €)OPT(x, y).

2. For this problem a quantum approximation algorithm inspired a classical one.

7 Quantum Streaming Algorithms

7.1 Classical Streaming for Triangle Counting and Distinguishing

Problem 7.1. TRIANGLE COUNTING TC
INSTANCE: Graph G = (V, E)
QUESTION: Approximate the number of triangles in G.

A related problem that is usually considered in the literature is that of TRIANGLE DISTIN-
GUISHING, which is defined as follows.



Problem 7.2. TRIANGLE DISTINGUISHING TD

INSTANCE: Graph G = (V, E), a number T, and the promise that G has either O triangles or
T triangles.

QUESTION: Does G have 0 triangles or T triangles?

Clearly TD < TC. Hence, a lower bound on TD implies a lower bound on TC.

We will state lower bounds on TD (and hence TC). Recall that in Chapter 7?7 lower bounds
on streaming algorithms were obtained via lower bounds in communication complexity. In this
chapter we will talk about (though not prove) lower bounds on quantum streaming algorithms via
lower bounds on quantum communication complexity. We first need a problem with large quantum
communication complexity.

Definition 2. Let n € N.

1. A perfect matching M over [2n] is a set of n ordered pairs (i,j), where i and j are
distinct elements of [2n], such that every € € [2n] is in exactly 1 ordered pair.

2. Let M be a perfect matching over [2n]. We identify M with the following n x 2n matriz: For
every ordered pair (i,7) in the matching there is a row with 1’s in the ith and jth spot, and 0’s
everywhere else. Note that a perfect matching can be associated to many different matrices.
We will turn this around: we will give Bob a perfect matching by giving him a matriz.

Problem 7.3. BOOLEAN HIDDEN MATCHING BHM

INSTANCE: Alice gets a string x € {0,1}?". Bob gets (a) a perfect matching M over [2n] via
a matrix as described in Definition 2, and (b) a string w € {0,1}" where w is promised to satisfy
either Mx = w or Mx =w (where W is w with every bit flipped).

QUESTION: Determine which is the case: Mx = w or Mx = w.

Theorem 9. (Gavinsky et al. [ /) The randomized 1-way communication complexity of
BHM, with Alice sending, is Q(y/n).

Notation 1. Let n denote the number of vertices, m denote the number of edges, and T is as in
the problem statement. Ay (respectively Ag) is the mazimum number of triangles in G that share
a vertex (respectively an edge).

The following are known.

Theorem 10.

1. (Jayaram & Kallaugher | ]) There is a single-pass streaming algorithm for TC that uses
space O (mﬁE + LVTAV)

2. (Braverman et al. [ ]) Any single-pass streaming algorithm for TD (and hence for TC)
uses space §) (m%E> This proof uses a reduction of INDEX to TD.

3. (Kallaugher and Price [ /) Any single-pass streaming algorithm for TD (and hence for
TC) uses space (LVTAV) This proof uses a reduction of BHM to TD.

4. Any single-pass streaming algorithm for TD (and hence for TC) requires space € (m%E + %) )

This follows from Parts 2 and 3. Note that we now have matching bounds for one-pass stream-
ing algorithms for TC.



7.2 Quantum Streaming for Triangle Counting and Distinguishing

Quantum streaming algorithms were first defined by Khadiev et al. | | (see also Ablayev et
al. [ ]). We will discuss modifying the proofs of the lower bounds for streaming on TD and
TC from Theorem 10 to obtain lower bounds for quantum streaming for these problems.

Theorem 10.2 used that INDEX has communication complexity €2(n). Fortunately, Ambainis
et al. | | showed that INDEX also has quantum communication complexity Q(n). Hence
we have the following analog to Theorem 10.2 by the same proof:

Theorem 11. Any single-pass quantum streaming algorithm for TD (and hence for TC) requires
space €2 <mTAE) This proof uses a reduction of INDEX to TD. This follows from Theorem 10.2
and the work of Ambainis et al. [ /.

Can we do the same for Theorem 10.37 No. Gavinsky et al. | ] showed that the quantum
communication complexity of BHM is O(logn). Hence we do not have a non-trivial lower bound
for TC or TD in the region where A = O(1) and T' = Q(n). Indeed, there is a quantum streaming
algorithm that works well in that region. Kallaugher | | showed the following.

Theorem 12. Restrict TC to the graphs where Ap = O(1), Ay = QT), and T = Q(m). There
s a single-pass quantum streaming algorithm for TC that uses space O(m2/5).

Open 2. Find a lower bound of the form Q(m¢) for TC in the case where Ap = O(1), Ay = Q(T),
and T = Q(m).

7.3 Classical Streaming for k-Clique Counting and Distinguishing

In this section, we define two problems for k-clique finding which are analogous to TRIANGLE
COUNTING and TRIANGLE DISTINGUISHING.

Problem 7.4. k-CLIQUE COUNTING (KCC)
INSTANCE: Graph G = (V,E) and k € N.
QUESTION: Approximate the number of cliques of size k in G.

Problem 7.5. k-CLIQUE DISTINGUISHING (KCD)

INSTANCE: Graph G = (V,E), C € N, and the promise that G has either 0 k-cliques or > C
k-cliques.

QUESTION: Determine if G has 0 k-cliques or > C k-cliques.

Clearly KCD < KCC. Hence a lower bound on KCD implies a lower bound on KCC.

Theorem 10.2 stated a (2 (mTAE> space lower bound for single-pass streaming algorithms for
TRIANGLE DISTINGUISHING. A similar proof gives the same lower bound for k-CLIQUE DISTIN-
GUISHING (with 7" being the number of k-cliques); however this gives a trivial lower bound on
most graphs, since Ag is usually small. We want a stronger lower bound for more general graphs.
Additionally, since the quantum streaming complexity of triangle counting in the parameter setting
Agp = O(1) and T = Q(m) is an open problem it might be instructive to look for lower bounds
on k-CLIQUE COUNTING for k£ > 4 in this parameter setting to understand if the difficulty of this
problem is unique for triangle counting.

For the next exercise you need the following definition and theorem.

Definition 3. Let k,n € N.



1. A perfect hypermatching M over [kn] is a set of n ordered k-tuples (i1,...,i), where
i1,...,1% are distinct elements of [kn], such that every £ € [kn] is in exactly 1 ordered k-tuple.

2. Let M be a perfect hypermatching M over [kn]. We identify M with the following n X kn
matriz: For every ordered k-tuple (i1, ..., i) in the hypermatching there is a row with 1’s in
the i1th, isth, ..., ixth spot, and 0’s everywhere else. Note that a perfect hypermatching can
be associated to many different matrices. We will turn this around: we will give Bob a perfect
hypermatching by giving him a matriz.

Problem 7.6. BooLEAN HIDDEN HYPERMATCHING BHHM

INSTANCE: Alice gets a string x € {0,1}*™. Bob gets (a) a perfect hypermatching M over
[kn] via a matriz as described in Definition 3, and (b) a string w € {0, 1} where w is promised to
satisfy either Mx = w or Mx =W (where W is w with every bit flipped).

QUESTION: Determine which is the case: Mx = w or Mx = w.

Theorem 13.

1. (Verbin & Yu [ /) The randomized one-way communication complexity for BHHM, with
Alice sending, is Q(n'~(1/k)).

2. (Shi et al. [ /) the quantum one-way communication complexity for BHHM, with Alice
sending, is Q(n'~(/k)),

Exercise 1.

1. Prove that any classical single-pass streaming algorithm for KCD requires space €2 (ml_l/k).
(Hint: Use the lower bound on BHHM from Theorem 13.1).

2. Prove that any quantum single-pass streaming algorithm for KCD requires space 2 (mlfQ/k)
(space is measured in qubits). (Hint: Use the lower bound on BHHM from Theorem 13.2).

Open 3.

1. We have looked at counting and detecting triangles and k-cliques. Look at the problems of
counting and detecting other subgraphs such as k-cycles.

2. Obtain classical and quantum upper and lower bounds on p-pass streaming algorithms.

7.4 Separations

So far we have not presented a large separations between classical and quantum streaming algo-
rithms. Note that we have been looking at natural streaming problems. There are results for
contrived problems.

Theorem 14.

1. (Le Gall | |) There exists a streaming problem which (a) any classical algorithm requires
Q(n'/3) space, (b) there is a quantum algorithm that uses O(logn) space.

2. (Gavinsky et al. [ |) There exists a streaming problem which (a) any classical algo-
rithm requires Q(n'/2) space, (b) there is a quantum algorithm that uses O(logn) space.

(There are reasons why the first result is not quite comparable to the second result.)

10



Open 4. Find natural streaming problems for which there is a large separation between classical
and quantum algorithms.

Upshot Lower bounds on classical or quantum streaming algorithms are obtained by lower bounds
on classical or quantum communication complexity. Hence the difficulty in obtaining a separation
for streaming algorithms is to find a separation for communication complexity problems. This has
been done for some contrived streaming problems; however, we would like to have a separation for
natural problems.

8 MIP*=RE

Lets consider 3COL € NP as a game involving two people: an all powerful prover and a poly time
verifier. The prover wants to convince the verifier that a given graph is 3-colorable.

e The prover sends the verifier a string y that he hopes will convince the verifier that x € A.
The obvious thing to send is a 3-coloring of G.

e The verifier then determines if y really is a 3-coloring of G. If so then he accepts that G is
3-colorable. If not then he now believes G is not 3-colorable.

Note that (a) there is only one prover, (b) the conversation is only one direction (prover sends a
string to verifier), (c) the verifier can implement any deterministic polynomial time, and (d) the
verifier is convinced G € 3COL iff G € 3COL.

We can modify the game by (1) allowing more rounds, (2)allowing the verifier to flip coins, (3)
allowing the verifier a small probability of error. Such games are called interactive proof systems
Note that an interactive proof system has one prover and one verifier. A multiprover interactive
proof systems allows many provers, who cannot talk to each other.

Multiprover interactive proof systems have been used to get some lower bounds on how well a
problem can be approximated in poly time, and can be considered a precursor to PCP (which you
saw in Chapter 7?7 and the unique games conjecture (which you say in Chapter ?7.

Definition 4.

1. A set A is in MIP if there is a Multiprover interactive system such that (a) if © € A then
the verifier accepts, and (b) if x ¢ A then the verifier rejects with probability > 0.9.

2. If we allow the provers to share entangled quantum states (the verifier is still classical) then
this is MIP*,

MIP and MIP* differ a lot:

Theorem 15.
1. (Babai et al. [ /) MIP = NEXP.
2. (Jietal | /) MIP* = RE where RE is the first level of the arithmetic hierarchy, Since

RE contains the Halting set, MIP* contains sets that are undecidable.

Upshot MIP and MIP* give an example where in a classical setting problems are in NEXP and in
quantum setting, problems can be undecidable.

11



9 Quantum Games

In the previous sections we measured how well an algorithm did by how much time or space it
used (queries can be considered time). In this section we look at games and measure how well the
players do by looking at their probability of winning.

We discuss two games such that if the players play the game with quantum resources they can
provably do better than if they play the game with classical resources. For further discussion of
these games, and other games with this property, see the survey of Brunner et al. | ].

9.1 The CHSH Game

Clauser, Horne, Shimony, and Holt | | invented the CHSH GAME as a realizable experiment
that can differentiate quantum from classical computing. (They did not give it that name; however,
named using their initials.) We note that Clauser won the 2022 Nobel prize in Physics for this and
other work [ ]

Problem 9.1. The CHSH GAME
INSTANCE: Alice gets bit x, Bob gets bit y. Before they get their bits they can discuss strategy.
QUESTION: Alice outputs bit a, Bob outputs bit b. Alice and Bob win iff t Ny = a & b.

Clauser et al. | | proved the following (see also Aaronson [ , Chapter 13] for an
exposition).

Theorem 16.

1. If Alice and Bob play the CHSH GAME with classical resources (a) there is a deterministic
strategy where they win with probability 0.75 (both always output 0), (b) there is no strategy,
deterministic or randomized, that does better.

2. If Alice and Bob play the CHSH GAME with quantum resources (they prepare entangled qubits
before the game begins) then (a) there is a strategy where they win with probability 0.54++/2/4 ~
0.85 (this is complicated), (b) there is no strategy that does better.

This game is of interest since it is a case where the quantum world is provably different from
the classical world. Note that the gap between the classical and quantum is 0.85 — .0.75 = 0.1.

9.2 Magic Square Game

Cabello [ | defined the Magic Square Game, though he did not call it that. For more infor-
mation on it also see the survey of Brassard et al. on Quantum pseudo-telepathy | , Section
5] or the Wikipedia entry on Quantum pseudo-telepathy [Wik].

Problem 9.2. The MAGIC SQUARE GAME (MS GAME)

INSTANCE: Alice gets i € {1,2,3}, Bob gets j € {1,2,3}. They interpret i as the row of a
3 x 3 matriz and j as the column of a 3 X 3 matriz. Alice and Bob get to discuss strategqy ahead of
time.

QUESTION: Alice and Bob both output a three-bit sequence. Alice’s sequence is used as the
ith row of a matrixz. Bob’s sequence is used as the jth column of a matriz. If the following three
conditions hold then Alice and Bob win, else they lose. (a) The values in row i add to an even
number, (b) The values in column j add to an odd number. (c) Alice and Bob’s values are consistent
(they agree at (i,7)).
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Theorem 17.

1. If Alice and Bob play the MS GAME with classical resources (a) there is a deterministic
strategy where they win with probability % = 0.88..., (b) there is no strategy, deterministic or
randomized, that does better.

2. If Alice and Bob play the MS GAME with quantum resources (they prepare entangled qubits
before the game begins) then there is a strategy that wins with probability 1 (so always wins).

This game is of interest since it is a case where the quantum world is provably different from
the classical world. Note that the gap between the classical and quantum is 1.0—-0.88... =0.11....

Is there an interesting version of the MS GAME on k X k matrices for k > 47 The following
exercise shows that the answer is no.

Exercise 2.

1. Give a 4 x 4 matriz M of 0’s and 1’s such that every row sums to an even number and every
column sums to an odd number.

2. Show that there is a classical strategy for the 4 x 4 MS GAME that wins with probability 1.
(Hint: Use Part 1.)

3. Show that, for all k > 4, there is a classical strategy for the k x k MS GAME that wins with
probability 1.

9.3 Comparing the CHSH Game with The MS Game

We give two reasons why the MS GAME game is better for distinguishing classical and quantum
computation, and one reason why the CHSH GAME game is better.
Two reasons why the MS Game is better

1. In the CHSH GAME the gap between the classical and quantum players is 0.1. In the
MS GAME the gap between the classical and quantum players is 0.11 which is bigger!

2. For the MS GAME the quantum players always win. This is better for repeated experiments.
Assume the game is played n times.

(a) For the MS GAME:
If Alice and Bob are classical then the expected number of wins is 8n/9.
If Alice and Bob are quantum then the expected number of wins is n.
So if Alice and Bob lose just once, then they must be classical.

(b) For the CHSH GAME
If Alice and Bob are classical then the expected number of wins is 0.75n.
If Alice and Bob are classical then the expected number of wins is 0.85n.

These two cases are harder to distinguish since a lose by Alice and Bob could happen in
either case.

One reason why the CHSH Game is better. Quantum computers (in 2023) are noisy. The
computations are not that reliable. Hence many trials must be run. There is a lot of work on
quantum error correction to try to alleviate this.
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The CHSH GAME game is simpler and uses fewer operations, hence less noise. This is not
just theoretical. The CHSH GAME is currently used in quantum systems in order to calibrate the
quantum computers. The calculations done above for the MS GAME were assuming an error-free
quantum computer which is not a reality yet.

In 2023 CHSH GAME is better and, as noted above, is actually used. However, if quantum
hardware and out level of control on it improve, there may be a time in the future where the
MS GAME is better.

Upshot There are games where if the players can use quantum entanglement then their probability
of winning is provably higher than if they cannot.

10 Quantum MAXCUT

The title of this section might confuse people into thinking that there is a quantum algorithm for
MAXCUT which is NP-complete. This is not the case. Instead, in this section we look at a
quantum version of MAXCUT. This section differs from the previous ones in that rather than
taking and seeing how well it can be solved with a quantum algorithm, we are taking a quantum
problem, QMAXCUT, and seeing how well it can be solved with quantum techniques. We will
first recall MAXCUT.

10.1 Classical MAXCUT

We state a variant of the classical MAXCUT problem. We will later see that the known upper
and lower bounds for the MAXCUT problem we stated in Chapter ?? holds for this version.

Definition 5. Let G = (V,E,w) be a weighted graph where all the weights are > 0 and sum
to 1. We will view the weights as a probability distribution on the edges. A cut is a function,
f:V = {1,—-1}. The value of a cut is given by

B[ - 3/@i)] 1)

where the expected value is over the edges of G via the distribution. Note that a cut can be viewed
as assigning to each verter a bit, even though the bits are in {—1,1} rather than the traditional

{0,1}.

Problem 10.1. MAXCUT
INSTANCE: G = (V, E,w) a weighted graph where all the weights are > 0 and sum to 1.
QUESTION: Find the value of the largest cut.

Exercise 3. Show that the problem MAXCUT defined in this section is equivalent to the MAXCUT
problem defined in Chapter 77.

By Exercise 3 all of the known lower bounds stated for MAXCUT earlier in this book hold
here. This yields the first two items in the next theorem.

Theorem 18.

1. (Hastad | , Theorem 8.2] and Trevisan et al. [ , Theorem 4.4]) Assume P # NP.
There does not exist an € > 0, and a polynomial time algorithm, that returns > (%—? +¢)OPT.
Note that 1S ~ 0.9411.
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2. (Khot et al. [ ], O’Donnell & Wu [ |, Khot & O’Donnell [ |) Assume the
Unique Games Conjecture holds. There does not exist an € > 0, and a polynomial time
algorithm, that returns > (0.87856. ..+ €)OPT. See Chapter ?? for the exact constant.

3. (Goemans & Williamson [ ]) There is an algorithm that matches the lower bound in
Part 2. The algorithm given in Chapter 77 for MAXCUT can easily be modified for the
version given in this section. Recall that the algorithm used a Semi Definite Program (SDP ).

In summary, the SDP approach to (classical) MAXCUT is optimal assuming the Unique Games
Conjecture.

10.2 Quantum MAXCUT (QMAXCUT)

There is a quantum version of MAXCUT which we call QMAXCUT. We will not define it. We
will state theorems that and contrast it to the classical MAXCUT. For more background see either
Carolan & Dontha [ | or the references in Theorem 19.

Problem 10.2. gMAXCUT
INSTANCE: G = (V, E,w) a weighted graph where all the weights are > 0 and sum to 1.
QUESTION: Find the value of the largest quantum cut.

Theorem 19. The problem we are considering is QMAXCUT.

1. (Briét et al. [ |, last page where they state w(3)) There is a polynomial time algo-
rithm, that returns > (0.956...)OPT for the restricted version where we only seek Product
State Solutions. This algorithm uses SDP techniques. (See the paper for the exact constant.)

2. (Hwang et al. [ /) Assume the Unique Games Conjecture holds. The result in Part 1
is optimal for the restricted version where we only seek Product State Solutions.

3. (Gharibian & Parekh [ ) There is a polynomial time algorithm, that returns > (0.498...)OPT.
This algorithm uses SDP techniques.

4. (Hwang et al. [ ]) If you use standard techniques for SDP based algorithm then,
assuming the Unique Games Conjecture and a plausible inequality (a generalization of Borell’s
inequality to vectors—see Hwang [ , Conjecture 1.1]), you can do no better than the

algorithm in Part 3.
5. (Anshu et al. [ ) There is a polynomial time algorithm, that returns > (0.53...)OPT.

Parts 4 and 5 are interesting because they give the following contrast:

1. For approximating MAXCUT in polynomial time, SDP techniques are optimal (assuming
the Unique Games Conjecture).

2. For approximating QMAXCUT in quantum polynomial time, SDP techniques are not opti-
mal.

We give a potential contrast:

1. Feige et al. | | showed that if MAXCUT is restricted to graphs of bounded degree then
there are approximations better than that in 0.878560PT, which beats the lower bound for
the general case stated in Theorem 18. So MAXCUT is easier if the graphs are of low degree.
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2. Brandao and Harrow | | proved lower bounds on approximating QMAXCUT for graph
of low degree. So QMAXCUT seems harder if the graphs are of low degree.

We close this section with the obvious open problem:

Open 5. Obtain closer upper and lower bounds for how well QMAXCUT can be approzrimated in
polynomial time.

Upshot The problems MAXCUT and QMAXCUT differ in several ways: (a) techniques needed
for approximating in poly time (assuming the Unique Games Conjecture), and (b) MAXCUT
seems easier on low degree graphs, whereas QM AXCUT seems harder. These observations indicate
differences between the classical world and the quantum world.

11 Quantum Supremacy

The original point of quantum computing is that it should be better than classical computing on
some problems. This goal was crystallized by John Preskill | ] (see also | ]) who defined
Quantum Supremacy.

Definition 6. Quantum Supremacy is the goal of finding a problem where a quantum computer
can outperform a classical computer. Note that this involves (a) formulating a problem, (b) come
up with a quantum algorithm for it, (c) code up that algorithm on a real quantum computer, (d)
have an argument (it need not be a proof) that any classical algorithm, when coded up, will do much
worse than the quantum algorithm. Note that this is not theoretical. The goal involves real quantum
computers versus real classical computers. The goal is that the quantum computer is better than
the classical one; however, better may be speed or energy or some other parameter.

In this chapter we discussed many problems where quantum algorithms seem to do better than
any known classical algorithm. However, putting these quantum algorithms on a real quantum com-
puter is difficult. Hence other problems have been suggested as candidates for achieving quantum
supremacy. We discuss two problems for which quantum supremacy may have been achieved.

11.1 Quantum Sampling

Problem 11.1. RANDOM CIRCUIT SAMPLING (RCS)

INSTANCE: A quantum circuit C. C takes n qubits as input and outputs n qubits that are then
measured to get an element of {0,1}". Note that if you run C' on the same input twice you may
not get the same answer. Hence C(0™) can be viewed as a distribution rather than an element of
{0,1}™. We call this distribution D. If the quantum circuit is chosen at random then the D is far
from uniform.

QUESTION: (Informally) Take enough samples of the circuit to show statistically that D is
unlikely to be uniform.

The following are known.

1. Bouland et al. | ] and Aaronson & Chen | | give evidence that if RCS is classically
easy then certain reasonable complexity hypothesis are false. Hence RCS is probably hard
classically. We note that this is a theoretical asymptotic result so it may not be as helpful for
quantum supremacy as it appears at first glance.
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2. On October 23, 2019 Google published a paper | | which claims to have have solved the
53-bit RCS problem in 200 seconds. They also claim that any classical supercomputer would
have taken 10,000 years. The quantum processor used is named Sycamore.

3. IBM | ] (see also Scott Aaronson’s blog post | ]) showed how the computation
would have taken only 2.5 days on a supercomputer.

4. We will stop here; however, the claims and counter-claims about if Google really did achieve
quantum supremacy continue. For intelligent discussions of the issue go to Scott Aaronson’s
Blog and search for Quantum Supremacy.

11.2 Gaussian Boson Sampling

Aaronson & Arkhipov | | proposed BOSON SAMPLING as a candidate problem for quantum
supremacy. We omit the description as it is somewhat technical, They give evidence that if BOSON
SAMPLING is easy in one way then the polynomial hierarchy collapses, and if it is easy in another
way then (with some assumptions) computing the permanent of a matrix is easy, which also implies
that the polynomial hierarchy collapses.

Hamilton et al. [ ] introduced a related problem, GAUSSIAN BOSON SAMPLING. They
give evidence that if GAUSSIAN BOSON SAMPLING is easy then computing the permanent of a matrix
is easy, so the polynomial hierarchy collapses.

The following are known.

1. In December of 2020, a group based in the University of Science and Technology of China
(USTC) | | achieved quantum supremacy by implementing GAUSSIAN BOSON SAMPLING
on 76 photons with their photonic quantum computer Jiuzhang. The paper states that to
generate the number of samples the quantum computer generates in 2 seconds, a classical
supercomputer would require 600 million years of computation. For more information on
these results see the articles by Conover | ] and Garisto [ ].

2. They later increased the number of photons to 113.

3. Martinez-Cifuentes et al. [ | give reasons why the USTC group may not have actu-
ally achieved quantum supremacy.

11.3 Has Quantum Supremacy Happened?

We close with a quote from a blog post of Scott Aaronson [ |. We insert comments in paren-
thesis for clarity.

The experiments by Google and USTC and now Xanadu (they worked on a graph
problem that has a classical O(n3) algorithm so the quantum advantage cannot be too
large) represent a big step forward for the field, but since they started being done,
the classical spoofing attacks have also steadily improved, to the point that whether
“quantum computational supremacy” still exists depends on exactly how you define it.

Briefly: If you measure by total operations, energy use, or CO2 footprint, then probably
yes, quantum supremacy remains. But if you measure by number of seconds, then it
doesn’t remain, not if you're willing to shell out for enough cores on AWS (Amazon Web
Services) or your favorite supercomputer. And even the quantum supremacy that does
remain might eventually fall to, e.g., further improvements due to Gao et al. | ].
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For more details, see e.g., the now-published work of Pan, Chen and Zhang [PC722] or
this good popular summary by Adrian Cho [Cho22] for Science.

Scott later argues that what is really needed are new quantum supremacy experiments.
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