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Abstract. Two-party protocols have been considered for a long time.
Currently, there is a renewed effort to revisit specific protocols to gain
efficiency. As an example, one may quote the breakthrough of [BF97],
bringing a new solution to the problem of secretly generating RSA keys,
which itself goes back to the pioneering work by Yao [YaoR6]. The All-
Or-Nothing Disclosure of Secrets protocol (ANDOS) was introduced in
1986 by Brassard, Crépeau and Robert [BCR&7]. It involves two parties,
a vendor and a buyer, and allows the vendor, who holds several secrets,
to disclose one of them to the buyer, with the guarantee that no infor-
mation about the other secrets will be gained. Furthermore, the buyer
can freely choose his secret and has the guarantee that the vendor will
not be able to find out which secret he picked. In this paper, we present
a new protocol which achieves the same functionality, but which is much
more efficient and can easily be implemented. Our protocol is especially
efficient when a large number of secrets is involved and it can be used in
various applications. The proof of security involves a novel use of com-
putational zero-knowledge techniques combined with semantic security.

1 Introduction

The All-Or-Nothing Disclosure of Secrets protocol was introduced in 1986 by
Brassard, Crépeau and Robert [BCRR7]. It involves two parties, a vendor and a
buyer, and allows the vendor, who holds several secrets, to disclose one of them
to the buyer, with the guarantee that no information about the other secrets
will be gained. Furthermore, the buyer can freely choose his secret and has the
guarantee that the vendor will not be able to find out which secret he picked.

As in [BCRAT|, we make the following assumption: we assume that the vendor
s honest when he claims to be willing to disclose one secret, that is, he is not,
for example, going to send junk or to swap several of his secrets.

We will not discuss the issue of verification: it much depends on the tra-
ding environment and can easily be achieved by additional protocols, possibly
involving third parties.
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Before presenting our protocol, it is interesting to note that the security we
obtain slightly differs from what was obtained in [BCR87]. While their protocol
was computationally secure for the vendor and unconditionally secure for the
buyer, our protocol provides unconditional security to the vendor and computa-
tional security to the buyer.

Our paper is organized as follows: we first present related work. Then we
describe the properties required by the encryption systems we are going to use,
and give a few examples of such systems. We next describe the algorithm itself,
and we finally discuss its complexity and its practical cost.

2 Related Work

ANDOS is also known under the name One-out-of-t Strings Oblivious Transfer,
denoted (}) — OT% when t secrets of k bits are involved. Historically, the first
case considered was for t = 2 [Wie83]. Then came natural restrictions (¢ = 2 and
k = 1) [EGL83], and natural extensions [BCR87] (ANDOS). A large part of the
work done on Oblivious Transfer aimed at finding efficient reductions of (})—OT%
to () — OT} [BCS96]. In our context, we chose to keep the name ANDOS, as we
are building our protocol without using reductions among Oblivious Transfers.

Salomaa and Santean [SS90] have designed a very efficient ANDOS algorithm
when several buyers are involved. The drawback is that they need a majority of
honest buyers to achieve security.

Another efficient ANDOS protocol is proposed in [NR94], but relies on ad
hoc assumptions.

The problem of blind decoding was recently introduced by Sakurai and Ya-
mane [SY97] and its goal appears close to ANDOS. In their scheme, the buyer
is supposed to have an encrypted secret and has it decoded by the vendor in
such a way that the vendor does not get any information either on the plaintext
or on the vendor’s private key. However, the buyer might be able to combine
several secrets in a single decoding, or might try to organize an oracle attack to
recover the secret key (as in [Oht97]). Furthermore, to apply the scheme in an
ANDOS setting, one has to assume that the buyer can anonymously recover the
ciphertext for some specific secret, which, on the web for instance, seems to need
in itself an ANDOS protocol if the encrypted secrets are not widely distributed.

Finally, the schemes which are probably the most closely related to the AN-
DOS problem are the Private Information Retrieval (PIR) schemes [CGKS95],
and more precisely the computational PIR schemes [CG97]. In PIR protocols,
the vendor is a database, which can be modeled as holding bits of information,
and the buyer is a user of the database who is willing to query the database
privately. Still, there are two major differences between ANDOS and PIR pro-
tocols: PIR schemes have only considered bit-per-bit retrieval so far and do not
try to enforce any security for the database (a user might recover several bits in
a single query).
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3 The Encryption System

We now describe the generic system that will be used throughout our protocol.
It is a probabilistic encryption system with a few additional properties. The
system that we use can be described as follows:

— A security parameter n from which are derived several finite domains, (R(n),
X(n), Y(n)), which we identify with initial subsets of the integers. Thus we
use R(n) for {z: 0 <z <r(n)}, X(n) for {z : 0 <z < x(n)}, and similar
notation for Y (n).

— A public probabilistic encryption function f : R(n) x X(n) — Y (n), and a
private decryption algorithm ¢ : Y (n) — X (n), such that :

V(r,z) € R(n) x X(n)  g(f(r,z)) =2

Note that the existence of a decryption algorithm implies that the function
is injective with respect to its second parameter, that is, for (ry,z1), (re,z2) €
R(n) x X(n), if f(r1,z1) = f(re, x2) then z1 = zs.

We now describe the further requirements needed for our protocols.

1. We require that the encryption function is homomorphic, that is:
Y(ri,x1), (re,x2) € R(n) x X(n),

flri,x1) f(re,xe) = f(rs,x1 + 22 mod z(n))

where r3 can be computed in polynomial time from rq,ry,z; and zo. (A
similar definition was given in [BD90] when z(n) = 2.)

2. We ask that the encryption function has semantic security. Informally, this
means that, for a polynomially bounded adversary, the analysis of a set of
ciphertexts does not give more information about the cleartexts than what
would be available without knowledge of the ciphertexts. We refer the reader
to |[GM84| for a formal definition.

3. We assume the existence of a reliable way to prove that the public parameters
of the system were correctly constructed. This might be done with the help
of a certification authority or by a zero-knowledge proof. For example, to
prove the validity of a composite modulus, (e.g. the modulus is the product
of exactly two primes), one could use the protocol described in [vdGP8&8].

4. The last and exotic looking property is that the number 2 is invertible in
X (n). The reason of this choice will appear later.

5. From the previous properties, we can deduce two more, which we will use.
The first one is the existence of a ”hiding” function hide : R(n) x Y (n) —
Y (n), depending only on the public parameters of the system and such that:

V(r,z) € R(n) x X(n), Vs € R(n)  hide(s, (f(r,z)) = f(sr’ mod r(n),z)

where 7’ can be computed in polynomial time from r, z. As a matter of fact,
hide can be defined by hide(s,z) = f(s,0)x
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6. The second property which is a consequence of the previous ones, is the
existence of a way to prove that two ciphertexts represent the encryption
of the same integer without revealing this integer. Let (r1,x1), (12, 22) €
R(n) x X(n) and consider y; = f(ri,z1) and y2 = f(re,z2). Then, there
exists 3 such that f(ri,z1)/f(re,z2) = f(rs,x1 — 22 mod x(n)). In order to
prove that x1 = xo, one can simply reveal rsg. Verification is performed by
computing both y; /y2 and f(rs,0) and checking their equality.

4 Sample Encryption Systems

We present several encryption systems which satisfy the requirements described
in the previous section.

4.1 The Goldwasser-Micali Cryptosystem

This encryption system was introduced in [GM84]. We only give a brief sketch
of the system here and refer the reader to [GM8&4] for details. Note that this
system satisfy all properties but property 4, and thus cannot be used. We only
present it as it was the first example of a probabilistic encryption scheme.

— It can only encrypt single bits. (z(n) = 2).

— Let N be the product of two large primes, and y be an non quadratic residue
modulo N.
The encryption function f is f(r,z) = r?y® mod N.
Decryption is done by calculating (with the factorization of N) whether or
not the ciphertext is a quadratic residue.

— The semantic security of this system is proved in [GM84] under the Quadratic
Residuosity Assumption.

4.2 The Benaloh Cryptosystem

This encryption system was derived from the previous one and introduced in
[Ben87|. We only give a brief sketch of the system here and refer the reader to
[Ben&7| for details.

— It can encrypt several bits. (x(n) usually varies from 210 to 24 depending
on the required speed).

— Let @ denote the Euler Totient function. Let N be the product of two large
primes, choose a prime n and an integer y so that n divides @(IN) but n?
does not divide #(NN) and y is a non n** residue modulo N.

The encryption function f is f(r,x) = r"y* mod N.
Decryption is done by calculating (with the knowledge of @(n)) the residuo-
sity class of the ciphertext modulo n.

— The semantic security is implicit in [Ben87] under the Prime Residuosity

Assumption.
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4.3 The Naccache-Stern Cryptosystem

This system was recently introduced in [NS98]. We only give a brief sketch of
the system here and refer the reader to [NS98] for details.

— Tt can encrypt several bits (x(n) is usually around 2'69).

— Let @ denote the Euler Totient function. Let N be the product of two large
primes, choose nq,...,n, to be small primes so that for all i € {1,...,p}, n;
divides () but n? does not divide #(N). Also choose y to be, for all i, a
non n{® residue modulo N. Set n = [[%_, n;.

The encryption function f is f(r,x) = r"y* mod N.

Decryption is done by calculating (with the knowledge of &(n)) the resi-
duosity class of the ciphertext modulo each of the n; and by recovering the
cleartext by means of the Chinese remainder theorem.

— The semantic security is proved in [NS98] under the Prime Residuosity As-
sumption.

4.4 The Okamoto-Uchiyama Cryptosystem

We only give a brief sketch of the system here and refer the reader to [OU9S]
for details.

— Tt can encrypt several bits (x(n) is usually around 2'60).

— Let p and ¢ be two large primes with p and ¢ — 1 relatively prime. Let
N = p?q. Let y € (Z/nZ) such that the order of y* mod p? is p.
The encryption function f is f(r,z) = rV%* mod N.
Decryption is performed by raising the encrypted message to the power p —
1 and using the fact that it is easy to compute discrete logarithm in the
subgroup {z € (Z/p?Z)*|z = 1 mod p}.

— The semantic security is proved in [OU98] under the p-subgroup Assumption.

5 The new ANDOS Protocol

5.1 Overview

An ANDOS protocol involves two participants. The first one, who holds several
secrets, will be called the vendor. The second one, who is willing to buy one of
these secrets, will be called the buyer.

Our basic idea is to have the buyer send an encrypted index of the secret he
is willing to buy, and to let the vendor perform all computation on his side. The
computation of the vendor takes as entries the buyer’s index and his own family
of secrets. Provided the buyer’s index is valid, the result of this computation will
be the corresponding secret, encrypted in such a way that only the buyer can
properly decrypt it. The core of the protocol is to efficiently prove the validity
of the index. Apart from the use of probabilistic homomorphic encryption, this
proof method is our main technical contribution. Similar proofs have already
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been investigated in [PS96], but turn out to be much less efficient than the
proposed one.

The protocol is a one-round protocol, plus an additional interactive proof of
validity.

QUERY

INTERACTIVE PROOF

VENDOR [~~~ """ -------= BUYER

ANSWER

Fig. 1. The ANDOS protocol: the buyer sends his query, proves its validity, and gets
the secret he selected

5.2 Preliminary Zero-Knowledge Proof
We present here a protocol which achieves the following: given

— a probabilistic encryption system & verifying the properties stated in Bl
— an integer ¢,
— a security parameter k (not necessarily related to the security parameter of

),
we obtain the following:

— the buyer is able to convince the vendor that a sequence of ¢ values represents

the encryption of ¢ — 1 zeros and a single 1, say x1,...,xs, encrypted under
g,

— the protocol does not reveal any information on the index of the non-zero
element,

— any cheating buyer who attempts to perform the protocol with a sequence
which is not of the proper form will fail with probability 1 — (4/5),

The protocol goes as follows: The buyer first creates an encryption system &
verifying the properties stated in[3] sends its public parameters to the vendor and
proves their validity. He then picks ¢ random numbers hq,...,h; in R(n), and
sends to the vendor the sequence o of t values v1 = f(h1,21),...,0 = f(hy, x4),
Then, they repeat k times the following steps:
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1. The buyer sends a zero and a one in encrypted form.
2. The vendor picks a random number between 1 and 5, and:
Case 1 if the number is 1, asks the buyer to reveal the cleartexts correspon-
ding to the encrypted pair.
Case 2 else, he splits the set {1,...,t} in two distinct random subsets A
and B, computes a = [];c 4 v, mody(n) b = [];c5v: mod y(n), sends
the buyer the sets A and B and asks him to prove (using property 5)
that the pair (a,b) represents the same numbers as the encrypted pair
he has sent in step 1.

5.3 Correctness

If the buyer is playing the protocol fairly (with a sequence o of the correct form),
he will be able to answer all the vendor’s questions.

Assume that the buyer is dishonest and is not playing the protocol fairly,
but uses a sequence which does not have the requested form. We will show that,
whatever strategy he uses, the cheating buyer cannot answer one round correctly
with probability greater than 4/5.

Let us first deal with the case where the sum (mod x(n)) of all the integers
in the buyer’s sequence is not 1. Recall that property 2 implies that multiplying
several encrypted numbers gives the encryption of their sum (mod z(n)).

When case 2 occurs, whatever the vendor picks for subsets A and B, the
cleartexts corresponding to a and b cannot be 0 and 1. Hence, the buyer cannot
answer case 1 and case 2 at the same time.

Now, assume the sum of the numbers in the buyer’s sequence is 1, but that
the sequence is not valid. Then at least two integers in the sequence are non-zero.

Lemma 1. Assume that 2 is invertible in X (n). Let a1,...,aq be in X(n) with
a; and o non zero. Let A be a subset of {1,...,t} suchthati & A, j & A. Define
Ag=A, Ay = AU{i}, A = AU{j}, A3 = AU{i,j}. Then, none of the four

pairs
Pl:{z g, Z aq}

qeA; qZ A

can be equal.

Proof. Let po = {u,v}. Then p1 = {u + a;,v — as}, p2 = {u + a;,v — a;},
ps = {u+ o; + o, v —; — o }. Assume all the pairs coincide, then,

— From pg and p;, we deduce that o; = v — u (or that «; = 0).

— From po and py, we deduce that a; = v — u (or that a; = 0).

— So, we can rewrite ps = {u+2«;, v —2«; }. Hence, from pg and p3, we deduce
that 2a; = v — u (which leads to a; = 0) or that 2a; = 0 (which also leads
to a; = 0 as 2 is invertible).

Hence, all cases lead to a contradiction.
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From the lemma, it follows that a buyer who can answer case 1 is only able
to satisfy at most 3/4 of the queries in case 2. Hence, at the end of the protocol,
the vendor should be convinced, with probability 1 — (4/5)*, that the encrypted
sequence he received is made of one 1 and ¢ — 1 zeros.

Remark 1. We can note that the previous lemma does not work if we use the
Goldwasser-Micali encryption scheme (where z(n) = 2). And, as a matter of
fact, when using this scheme, any sequence containing a odd number of 1 will
pass the protocol.

The proof that the protocol does not leak any information on the position of
the non-zero element can be found in the appendix.

5.4 The Protocol

Let ¢ be the number of secrets of the vendor, and let sq,...,s be the secrets
themselves.

Initialization The buyer creates an encryption system &£, which verifies the pro-
perties stated in B] sends the public parameters of this system and proves
their validity or provides a certificate.

Secret Selection The buyer sends a sequence of ¢ numbers, encrypted under &,
and gives a zero-knowledge proof that there is actually ¢ — 1 zeros and a one
among them. Let f(ry,21),..., f(r:, ) be the ¢t encrypted values.

Vendor computation The vendor picks a random h and computes:

t

S = hide(h, H f(ri,z:)®) = f(hr' mod r(n), insi mod z(n))
i=1

i=1

where 7’ can be computed in polynomial time from the r; and the z;.
Secret recovery Upon receipt of S, the buyer can retrieve Zle x;8; mod z(n)
which is equal to one of the s;, depending on his initial choice.

5.5 Correctness

The security for the buyer is a consequence of the security of the previous proof.
Now, let us analyze what additional information the buyer could try to get.

The questions of the vendor during the interactive proof of knowledge are
coming from a random source which is unrelated from his secrets. Hence, the
buyer might only be able to gain extra information (than the secret he retrieved)
by analyzing the final reply string.

When decrypting this reply string, the buyer gets the value of one secret,
which cannot be of any help to figure out what other secrets are. To see this,
consider the second parameter of the encryption function, namely: Z = hr’ mod
r(n). Let us fix the r; and the s;. 7’ is thus fixed. When h ranges over R(n), Z
ranges over R(n) too. Hence, the distribution of Z on all the possible values of
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h is uniform. This means that if we only fix the r; and the very s, retrieved by
the buyer, the distribution of Z on all the possible values of h and the other s;
is also uniform. Consequently, the buyer is unable to get any information from
the analysis of S.

5.6 Recovery of Large Secrets

A problem occurs in case the secrets are larger than x(n). As a matter of fact,
our protocol only allows the recovery of a secret modulo x(n). Nevertheless, this
difficulty can easily be avoided. Simply split each secret into blocks of size lower
than z(n), and apply the vendor computation, with the same query string, on
the different sequences of blocks. The fact that the same query string is used
provides the security, and allows a very small overhead: the query cost remains
the same, and the reply cost is simply multiplied by the size of the larger secret
divided by z(n).

5.7 The Recursive Protocol

The complexity of the protocol is O(t), while in fact, we are only wishing to
send an index, which could be achieved in O(logt) without encryption (nor pri-
vacy). By using the same trick as Kushilevitz and Ostrovsky [KO97], we can

reduce the query cost to y(n)2°(V1°6*) while the reply cost is only increased to

y(n)QO(\/@). It is interesting to note that, by using the Naccache-Stern cryp-
tosystem instead of the quadratic residuosity cryptosystem, we slightly improve
their complexity result.

We now proceed as follows:

Let ¢ be the number of secrets of the vendor, and let sq,...,s; be the secrets
themselves. Fix an integer m and split the ¢ secrets into t/m buckets of m
elements. The distribution of the secrets in each bucket is known by both parti-
cipant (say the m first secrets in the first bucket, and so on), and the order of
the secrets in each bucket is also fixed by the protocol.

We now apply almost the same protocol as before, with a sequence of m
integers:

— The buyer sends his query and proves its validity.
— The vendor performs the previous computation, for each bucket, with the
same query string but keeps all the results.

By applying the vendor computation independently to each bucket, we have
virtually extracted a set of ¢/m secrets out of ¢ secrets. So, we can apply the
protocol again to this new set of secrets until the size of the set is less than
m. The sole difference is that the secrets in the new set are encrypted and will
necessarily be of size greater than z(n). This is not a problem as we know how
to recover large secrets. Ultimately, when the number of secrets in the set is less
than m, we apply the basic protocol.
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Of course, the size of the secrets will grow at each step. After, t/m steps,
their size will be (y(n)/z(n))?/™ times bigger than the original ones, so the value
of m should be chosen to obtain the best tradeoff between the size of the query
strings, and the reply string.

Let us now analyze the complexity of this algorithm and discuss the values
for m.

5.8 Complexity

Let L be the number of steps of the protocol. At each step we apply the protocol
with m = m; (hence t < H{;l m;). Let us choose all the m; equal, that is
m; = tl/L.

— The size of each of the query strings is: y(n)m; bits, so the total communi-
cation cost of the queries is: y(n) Zle m; = y(n)t'/FL.

— If k is fixed, the communication cost of the zero-knowledge proof is of the
form C' 4+ Dmy, so, the cost of the zero-knowledge proofs is (C' + Dtl/L)L,
where C' and D are some constants (which depend on k).

— The communication cost of the final reply string, (if we assume that the size
of the original secrets is less than x(n)), is y(n)(y(n)/z(n))".

The global communication cost of the protocol, for ¢ secrets, is
CC = (t"*(y(n) + D) + C)L + y(n)(y(n) /z(n))"

When we use the Naccache-Stern or the Okamoto-Uchiyama cryptosystem,
the ratio y(n)/z(n) remains constant when n grows. Let E = y(n)/xz(n).
If we solve for the value of L which makes both terms equal, we get:

L =0(+/logt)

which gives a complexity of:
CC = y(n)20(Viee?)

This result is to be compared with the complexity obtained in [KO97], which

is 20(y/logtlogy(n))

6 Applications

The possible applications of our ANDOS protocol are numerous, and we only
briefly comment on them. It allows, for instance, the implementation of multi-
players mental games as claimed in the original ANDOS paper [BCR87].

It can also be used to implement a pay-per-access database with private
queries. This case is a very straightforward application. The implementation
issues, which are discussed in the next section, show that this would lead to a
really practical protocol.
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It can also serve as a building block for more complicated protocols, such
as electronic voting, where the basic idea is to use an ANDOS protocol to dis-
tribute ”eligibility tokens”, which are used later to prove one’s right to vote
[NSSO1lTve9T].

This protocol can also be used as an important building block in asymmetric
traitor tracing [CFN94I[Pfi96] or asymmetric fingerprinting schemes [PS96/PW97].
In traitor tracing, the buyer can use our protocol in order to get a part of his
key, say the half, while the other half would be chosen and kept by the vendor
along with the query string. Tracing would be performed by comparing a set of
recovered keys with the known halves, trial can be achieved by exhibiting the
recovered key and the query string. An innocent buyer can prove himself inno-
cent by revealing his cleartexts to show they do not match the recovered key.
Details about these families of protocols, resistance against collusions, and good
choices for sets of keys can be found in [Pfi96ICFN94IBS95].

For fingerprinting purposes, we can apply the very same process, but instead
of sending back the selected secret, which would be chosen by the buyer among
a set of acceptable fingerprints, the vendor would insert the (encrypted) secret
inside the data to be fingerprinted, using the homomorphic properties of the
encryption function (Prop. 2) and send this data to the buyer. The reader can
find additional precision in [BM97| where the authors show the existence of a
protocol for collusion-secure asymmetric fingerprinting with the help of what
they define as a ”committed” ANDOS protocol. This means that the buyer has
to commit to the secret he is willing to buy at the beginning of the protocol,
which is the case in our scheme.

7 Implementation Issues

Our protocol is very efficient for real-life applications, since it does not hide a
very large constant beyond its asymptotic behavior. We give here a few examples
of costs when the Naccache-Stern cryptosystem is used.

A reasonable size for the modulus N, in order to prevent factorization, is 640
bits. As suggested in [NS98|, we will choose n around 260,

Note that in order to perform an implementation of the protocols, several
small tricks can be used to improve the communication cost by a constant factor.
For instance, at the beginning of each round of the zero-knowledge proof, the
buyer can send one encrypted bit, say f(h1,z1), instead of two, and then, in case
2, can show the mapping between the pair {a, b}, and the pair { f(h1,21)/f(1,1),
f(1,1)/f(h1,z1)}. We assume that these tricks are used when computing the real
costs.

The table below summarizes the communication costs, in kilobits for diffe-
rent values of the number of secrets and of the security parameter of the zero-
knowledge proof.
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| [[¢ = 1000]¢ = 10000]¢ = 100000]¢ = 1000000]

k=20 94 128 176 224
k=30 119 166 214 275
k=40 145 205 252 326

With a 33600 modem, the protocol takes between 3 and 10 seconds to com-
plete. This is a reasonable time to retrieve a key of up to 160 bits. If this key is
used to decrypt a piece of data that has previously been retrieved anonymously
(say on a newsgroup), the key retrieval time is likely to be small compared to
the time needed to retrieve the encrypted data.

If one is willing to directly retrieve large data, (e.g. images), the overhead due
to our protocol is roughly a multiplicative factor of 16, which is important but
reasonable. Of course, for too large data, the vendor computation becomes very
important and might not be negligible any more compared to the transmission
time.

8 Conclusion

The primary contribution of this paper is a new and efficient zero-knowledge
protocol which allows to prove that a committed string contains one 1 and
otherwise 0’s. We would like to stress that this protocol is an important building
block for many schemes. ANDOS in a straightforward manner, and from there
asymmetric fingerprinting, asymmetric traitor tracing or electronic voting. As
pointed out in the last section, it is efficient enough to allow, for the first time,
a viable and provably secure implementation of an ANDOS protocol.
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A Proof of Claims of Section 5.2

We now show that the protocol does not leak any information on the position
of the non-zero element by constructing a simulator. We use a zero-knowledge
type argument. (For more information on zero-knowledge proofs and simulators,
see [FESKY]). However, it is important to stress that we do not prove in zero-
knowledge that the commitment o is correct. This would entail a simulation of
the protocol with input o. Rather, we show how to simulate (up to computatio-
nal indistiguishability) the whole protocol, including the commitment creation
step. In other words, we show that the whole protocol is independent (up to com-
putational indistiguishability) of the choice of the unique index of the buyer.

We will do this in several steps. Consider the following simulator, that we
call S(g,m): this simulator is given two inputs, m an integer in Y (n), which is
an encryption of 1, and ¢ an index in {1,...,¢}. It works as follows:

— First, he creates a sequence of ¢ integers, all of which represent encryptions
of 0, except for the one in position ¢ which is simply the application of the
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function hide on m. Let v1 = f(r1,21),...,v = f(re, z) be these integers
(with vy = hide(ry, m)).

— Then the simulator anticipates the question of the vendor: he picks a random
number between 1 and 5. He also chooses two random numbers h; and ho
in R(n).

— If he picks 1, he sends the pair {f(h1,0), f(he,1)} else he sends the pair
{f(h1,0), hide(hg, m)}.

— He waits for the vendor question. If his guess is not correct, he resets and
starts again, otherwise:

— In Case 1, he reveals the cleartext corresponding to the encrypted pair.

— Else, he receives two subsets A and B which are a partition of {1,...,t}. Sup-

T T4
icA " i€B ’}.
)

pose that ¢ is in A. Then, the simulator sends the pair { o T

else he swaps hy and hs.

We will now prove that, for any pairs (¢,q’) € {1,...,t}, the outputs of the
simulators S(g, m) and S(q’,m) are indistiguishable by a polynomially bounded
adversary.

Fix ¢ € {1,...,t}. The simulator S(g,m) simulates the protocol, (but this
does not prove anything as he uses as input the index of the non-zero element
in the initial sequence, together with a ciphertext of 1).

Now counsider the simulator S(g, m') when m’ is an encryption of 0. The exi-
stence of a polynomial (probabilistic) time algorithm which distinguishes bet-
ween the outputs of both simulators would directly yield an algorithm which
distinguishes between the encryption of a 0 and the encryption of a 1. This
would go against the assumed semantic security of the system (property 3).

But, when m is a ciphertext of 0 the index ¢ does not play any role any
more, as each of the t integers of the initial sequence represents an encryption
of 0. Let ¢’ be in {1,...,t}, ¢ # q. The output of the simulator S(¢’, m’) is thus
indistinguishable from S(g,m’). And finally, with the same argument based on
the semantic security, the output of S(¢’,m’) is indistinguishable from S(q’, m).
This shows that our proof does not leak any information on the index of the
non-zero element.

Remark 2. The simulators we have considered work in expected polynomial time,
while the assumption made on the semantic security only requires resistance
against polynomial time algorithms. Actually, by limiting the number of resets
to say kn (where k and n are the two security parameters in use), we complete
the simulation of the k rounds with probability exponentially close to 1. This is
enough for computational indistinguishability.
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