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Many of the database research issues in-
volved in dealing with multimedia data
are similar to those that arise in han-
dling other nontraditional data such as
spatial, image, temporal, text, document,
and scientific. We focus here on multime-
dia database issues, which we hope can
serve as a starting point for a wider dis-
cussion. Our examples are often taken
from the spatial domain as this is where
we have the greatest expertise, although
these issues are far more general.

Why do we want a database? The natu-
ral and simple answer is to be able to
store and retrieve data efficiently. Notice
the emphasis on retrieval. We should not
lose sight of this purpose. For example, it
means that storing images in long fields
in a relational database is usually not
the answer. Long fields are usually a
stopgap solution as they are just a repos-
itory for data and do not aid in its re-
trieval. In particular, as the data volume
gets large, this solution breaks down be-
cause the tuples get too large.

We need to be able to integrate nontra-
ditional data with traditional (e.g., al-
phanumeric) data. Alphanumeric data
can frequently be treated just like loca-
tional data in that the records that make
up the alphanumeric data are like points
in a higher-dimensional space where each
attribute is analogous to a spatial dimen-
sion. The difference is that spatial data
have more than just a locational compo-
nent. In particular, spatial data are dis-
tinguished from nonspatial data by hav-
ing spatial extent. A number of attempts

at integration take advantage of this
analogy. However, it can also act as a
straitjacket in the case of the relational
model. Some examples of successful inte-
gration include spatial with nonspatial
data [Aref and Samet 1990], temporal
with nontemporal data including spatial
data [Hjaltason and Samet 1995], docu-
ment with nondocument data [Sacks-
Davis et al. 1995], image with locational
and nonvocational data [Samet and Sof-
fer 1995], and so on.

Efficient retrieval is facilitated by
building an index [Samet 1990a, 1990b].
This means that we need to find a way to
sort the data. Surprisingly, this is not
always done for such applications (e.g., it
is absent in the Photobook image
database system [Pentland et al. 1994]).
The index should be compatible with the
data that are being stored, and we also
need to choose an appropriate zero or
reference point for it. The index should
be implicit rather than explicit, as it is
impossible to foresee all possible queries
in advance. For example, in the spatial
domain, assuming a relational model, it
is impractical to have an attribute for
each spatial relationship (e.g., north,
northeast, left, etc.). Instead, the index
should enable us to derive these relation-
ships on the fly. As a more concrete ex-
ample, an explicit index would sort two-
dimensional locational data on the basis
of distance from a given point x; yet this
would not be very useful if we wanted to
have the locations sorted with respect to
a different point y. In particular, we
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would have to resort them. In contrast,
an implicit index means that we do not
have to re-sort the data for queries other
than updates [Hjaltason and Samet
1995].

How do we decide which attributes to
sort? We can make use of primary and
secondary indices. Alternative indices are
based on structure (e.g., SGML and
HGML [Berners-Lee 1993]). How do we
deal with the attributes for which we did
not build an index? At times, an index is
built for the application at hand (e.g.,
objects in an image database) but noth-
ing is done for the interrelationship be-
tween the various objects (e.g., QBIC
[Niblack et al. 1993]) so that we cannot
retrieve objects in a spatial relation to
other objects.

Do we sort on the basis of the Carte-
sian product of a subset of the attributes?
Conventional data are usually indexed
by building a separate index for each of a
number of attributes. Indices for individ-
ual attributes are acceptable as long as
the queries do not make use of any com-
bination of attribute values. However, not
all combinations of attributes are mean-
ingful if the dimensional units of the
combined attributes differ. For example,
given attribute age (in years) and weight
(in pounds), the Cartesian product of the
age and weight attributes is not very
useful because we are unlikely to want to
determine the nearest record to John
Jones in terms of age and weight, in
part, because we do not have a commonly
accepted notion of the year-pound unit.
Nevertheless, other combinations of at-
tributes are useful, such as Boolean com-
binations that result in queries like range
or partial range.

How are the data modeled? There are
many issues here. We use the relational
model to illustrate some of them. A cen-
tral issue is how to incorporate the index:
should it be a separate relation or an
attribute in the relation? The latter can
be achieved by use of foreign keys or

common symbolic attributes. To incorpo-
rate temporal data, we have the di-
chotomy between having one tuple per
instance of time or interval of time ver-

sus a solution that distributes the time
intervals over the attribute values in a
tu~le. There is also the tradeoff between.
a large relation in terms of many tuples

(e.g., one tuple per pixel in a region or
one tuple -per piece of a spatial object)
versus one tuple per object. An example
of the latter is al bounding box, which
reauires twice as manv attribute values. .
as there are dimensions to the data (i.e.,
the locations of two diagonally opposite
corners). An equivalent approach is to
use a representative point in parameter
space for ealch object. When the shape of
the spatial object is nonstandard and
hence does not lend itself to a simple
parametrization, the location of one
point in the spatiid object can serve as a
representative of the object. This point
can then be used as an index to access a
spatial data structure (e.g., an array or a
region quad tree, etc.), which can then be
traversed using a process such as con-
nected component, labeling to obtain the
rest of the c~biect.

We need to~dentify the possible queries
and find their analogues in conventional
databases. l?or example, a map in a spa-
tial database can be viewed as a relation
in a relational database. Thus in this
case. we need to define the ma~ ana-
logues of relational projection, selection,
and join. A difference immediately appar-
ent in the spatial case is the presence of
spatial attributes as well as of s~atial. .
output that may require the construction
of a spatial index as part of the opera-
tions that involve spatial attributes.

How do we interact with the database?
SQL, a standard interaction method, may
not be enough. In some domains (e.g.,
spatial and image ) a graphical query lan-
guage may be more appropriate. Note
that the input and output of nontradi-
tional data in raw form is commonplace.
The real issue is that these data must
usually be lprocessed further in order to
extract more meaningful information
(e.g., interpreted), This means that in-
dices should be constructed for the out-
put. As a fhrther example, images may
have to be treated by edge-detection algo-
rithms and voice data may have to be
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processed by filters. It is desirable that
such processing be done within the scope
of the database system because it re-
quires the manipulation of huge amounts
of data. This demonstrates the need for
such systems to be extensible in the sense
that it should be possible to integrate
into such svstems s~ecialist methods in-. .
volving input/output data processing,
and querying techniques. As part of the
interaction. we mav also want to browse
through the data. Thus existing browsers
must be extended to permit browsing on
the basis of the nonspatial attributes and
their indices. For examde, in the case of. .
spatial data, we may wish to examine
cities with population greater than one
million inhabitants in the order of their
distance from Chicago, St. Louis, and so
on [Hjaltason and Samet 1995].

What strategy should be used in an-
swering queries that mix traditional data
with multimedia data? We need auerv-.
optimization rules that are domain-sen~i-
tive. This requires the identification of
selectivity factors and ways to measure
them without res~ondinz to the entire
query. The deve~opme~t of relevant
data-sampling techniques is critical here.
In addition. it also de~ends on whether.
an index exists on the multimedia data.
If not, then we should select on the tradi-
tional data first. For example, suppose
that we wish to find all cities within 100
miles of the Mississippi River with a pop-
ulation in excess of one million. We want
to perform the spatial selection first if
the region is small. On the other hand,
the selection on the traditional data
should be performed first if there are
very few cities with a large population,
assuming that we have an index on the
population attribute.

As can be seen, the incorporation of
multimedia data in database systems is
an exciting and fruitful area of research
with many open problems.
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